
EXECUTIVE OVERVIEW
In 2014 Cyber Monday reached $2.038 billion in desktop online spending, again smashing 
the previous year’s record, and Black Friday’s sales were $1.505 billion1. Despite these  
record-breaking sales, some major retailers still suffered outages and with that comes 
significant revenue losses2. This white paper explores some aspects for optimizing  
e-commerce websites, to enable platforms to manage massive surges in customer traffic 
during trading peaks. Techniques described in this white paper should be used to comple-
ment capacity planning activities for peak trading periods. Best practices for deploying  
Oracle Commerce in maximum availability architecture can be found in the Oracle 
Maximum Availability Architecture (MAA) white paper.

Introduction
According to the National Retail Federation, U.S. retailers generate about 20% of their 
annual revenue over the holiday season. In 2013, major online retailers worldwide reported 
record-breaking business performance for the holiday period with almost a third of their 
total revenues generated in the fourth calendar quarter, driven by the season’s sales.

Last season, a United Kingdom high street bellwether retailer reported a nearly 23%  
increase in online sales year-over-year for the five weeks leading up to December 28th, 
2014. One year prior, a leading multi-brand digital retailer, with annual sales of over  
$2 billion reported that Cyber Monday was the busiest trading day of the year, and during 
the six weeks leading up to December 27th, it reported more than 50 million visits to  
their websites. 

Not everyone has enjoyed successful holiday seasons in recent years. From a leading 
department store in Australia which experienced a website crash on Christmas day, to a 
major phone vendor who was forced to postpone its Cyber Monday deal after its site’s  
purchase page was overwhelmed – surging online activity can cripple a business and 
make a major impact on annual sales.

It is estimated that for every second of site load time delay, conversion rate is reduced 
by 7%, and this loss is amplified if the site experiences failures due to the high-traffic 
volumes received during the peak trading periods3. Any outages during the peak trading 
periods can result in significant financial impact and reputational damage, along with loss 
of future revenues as customers are drawn away to competitor sites.
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How to Plan for the Peak Trading Period?

Launching large-scale promotional events for e-commerce websites during peak trading 
periods, such as discounts or selected product sales is a very complex and risky process. 
If not done properly with consideration of a large range of factors, it can result in signifi-
cant revenue and reputational loss.

There are many aspects to consider while planning for peak events and all of them should 
be evaluated on a cost/benefit basis. “Throwing more hardware” at the problem may 
seem to be the easiest option, but adding additional hardware without due diligence may 
have exactly the opposite of the desired effect. For example, adding more storefront serv-
ers to handle user traffic may adversely impact the content publishing time or overwhelm 
the database servers if these are not scaled to meet the additional load.

Peak trading is all about meticulous planning and requires very close coordination  
between the business and IT teams. In order to effectively plan the system capacity, the 
IT team relies on accurate business projections, launch planning and a detailed under-
standing of the impact of marketing and advertising plans.  

Planning must also take into account manufacturers’ marketing and launch activity that 
may result in peak demand for specific products. This activity may not coincide with  
seasonal peak trading and require the same considerations and planning. 

The following graph illustrates search trends in the ‘shopping’ category leading up to  
and during the 2014 holiday season. The graph displays a sharp increase in Google’s 
search volumes for specific products during the Christmas sales season.
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Figure 1. Google search trends in ‘shopping’ category from June, 2014-December, 2014.  
(Data Source: Google Trends) 
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Business Planning
 
Businesses need to plan ahead and prepare for peak events by ensuring that a number  
of items are in place: the relevant product catalog is ready for the event launch, the  
pricing strategy is defined, the appropriate inventory is available, distribution centers 
have the capacity to fulfil additional customer orders, special checkout processes have 
been planned, customer marketing is ready, promotional emails to customer segments 
are staggered and PPC budgets have been allocated; amongst many other contributory 
factors.

When planning for peak performance, businesses should evaluate previous years’ data  
in order to answer the following questions: 

•  What is the peak number of visits (or concurrent sessions) the site has supported? 
What is the projected growth for this year?

•  How many orders per day does the site take? What is the maximum number of orders 
per hour and/or per minute that the site is projected to take?

•  How many page views per visit does each visitor make on average? How is this behav-
ior expected to change during the peak trading season?

•  What is the “business-as-usual” (BAU) bounce rate and what would be the bounce  
rate during holiday peaks?

•  What is the average basket size in terms of number of items, average order value, etc.?

•  How many unique products are expected to be sold?

•  What is the BAU conversion rate and what is the projected conversion rate for  
peak season?

•  What is the desired average response time of the home page and typical product  
detail pages? 

•  What are the revenue projections for the year?

Answers to these questions help ascertain the technical capacity and considerations 
necessary to achieve the desired business objectives. 

While all of the above answers are vital input for capacity planning, organizations must 
also take into consideration the dynamic factors that will influence how customers are 
likely to behave. Holiday peaks will have highs and lows and specific promotions will  
place a load on certain categories, products and inventory items. Clearance sales will  
hit a selection of categories and products, but not the whole assortment. Continuous  
and close collaboration between the Business and Technical teams is necessary to  
ensure readiness.

Merchandising for Trading Peaks
During an online sale event, customers usually visit a specific section (category) of the 
website; therefore it is crucial that these categories and products are promoted appropri-
ately on the website, as well as being easy to navigate to. 

Additionally these categories and products should be prioritized for optimizations within 
the application. One strategy is to cache these products upfront (cache pre-warming) in 
case there is a huge surge in accessing them, thereby removing the performance impact 
of the backend systems. This concept is discussed in more detail in subsequent sections.
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Utilize Pre-Orders
Customers demand immediate access to newly launched products before the novelty  
factor wears off. Sony sold more than 250,000 PS4s in the UK in the first 48 hours of  
its launch4.

At physical stores, customers often queue outside for many hours before opening time 
and retailers prepare a streamlined purchase process in order to cope with the expected 
rush. The same considerations can be made in the online store, and online pre-orders  
provide a unique way of dealing with that rush before “opening”. The result is a more 
stable inflow of customers during a new product launch. 

An increasing pre-launch trend of consoles, new games or other popular devices is that 
customers pre-order the same item online from multiple retailers, keeping the item that 
arrives first and returning the rest. Planning for efficient fulfillment is also a critical part of 
pre-order planning.

Technical Planning
 
Network Tier
The most common threat to an e-commerce platform during popular events such as 
product launches or clearance sales is the sudden surge in client connections. These 
unforeseen spikes caused by hundreds of thousands of customers accessing the website 
concurrently can make the site unresponsive or bring down the servers or even the entire 
platform. 

The platform may have been designed to sustain hundreds of thousands of requests over 
a period of time, but it might not be able to cope with a sudden spike of a few thousand 
requests per second.

Application Delivery Controllers (ADCs) are enhanced load balancers which can be 
used to optimize the performance and availability of e-commerce websites. ADCs can 
provide real-time analysis based on high-speed traffic management, which can be utilized 
to ensure high availability of the website by routing traffic to the least busy servers in a 
cluster. ADCs can be configured to load balance and throttle the incoming traffic based 
on a number of dynamic parameters such as number of concurrent connections, time to 
first byte, response times, etc. ADCs can be further used to cache and compress HTML 
content. Techniques for network-level protection include:

1. Surge Protection

2. Intelligent Load Balancing 

3. Throttling

Surge Protection
When a surge in client requests overloads a server, its response slows to the point that 
the server is unable to respond to new requests. Implementation of surge protection at 
the ADC layer based on the number of client connections can protect a site from ex-
tremely high traffic coming within a short time span. The ADCs are capable of queuing 
and staggering incoming requests by adding a few milliseconds’ delay to them, thereby 
allowing the backend systems to recover while ensuring an acceptable user experience.

Without surge protection, all incoming requests are sent to the application servers and 
there are no queuing mechanisms available for processing these incoming requests.  
Application servers are eventually overwhelmed and become unresponsive. If an applica-
tion server fails during a traffic spike, it creates additional load on the remaining applica-
tion servers in the cluster, which in turn puts these at risk of failing. This situation usually 
results in a total outage.  
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Some of the more advanced ADCs can be configured to taper the traffic on a tiered basis, 
for example: 

CONNECTIONS RATE LIMITS

Up to 200 Instantaneous

200 - 400 1 connection every 10 milliseconds

400 - 800 1 connection every 20 milliseconds

800 - 2,000 1 connection every 50 milliseconds

Beyond 2,000 1 connection every 100 milliseconds
 
•  The first 199 connections receive unrestricted access to the backend server.

•  200 to 399 connections are opened at the rate of 1 connection per 10 milliseconds.

•  400 to 799 connections are opened at the rate of 1 connection per 20 milliseconds.

•  800 to 1,999 connections are opened at the rate of 1 connection per 50 milliseconds.

•  2,000 or more connections are opened at the rate of 1 connection per 100 milliseconds.

 

Figure 2.  Graph showing staggered client connections. 

Surge protection ensures that the backend servers are only sent the level of requests that 
they can handle without becoming overloaded or unresponsive. This allows the applica-
tion servers to process existing requests properly before taking on additional requests. 
Traffic spikes normally last only a few minutes but can also last for a few hours. Having 
the ability to queue the surge traffic ensures availability of service and prevention of reve-
nue loss due to server outage.

Intelligent Load Balancing 
Many organizations use a default round-robin algorithm for load balancing. While this is 
the simplest algorithm to configure, it doesn’t particularly suit e-commerce applications 
in which different transactions often have significantly different response times. Imagine 
a scenario where one of the servers (Server A) is serving a lot of non-transactional pages 
such as category browse pages, and another server (Server B) is handling a lot of check-
out transactions. Server B would respond slightly slower than Server A if they were both 
serving the same number of total requests within a specific time window. In this scenar-
io, server A would be underutilized and Server B would be over-utilized and therefore, 
round-robin traffic distribution is not suited for this type of application. To evenly smooth 
out application load across server farm, a more intelligent load balancing algorithm should 
be employed.
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Least connections algorithm – In this mode, the ADCs send the request to the server 
which has the lowest number of active clients connected to it. While this algorithm pre-
vents new connections being established with the application servers, it does not protect 
them from the change of activities by the already connected clients. Consider a scenario 
where there is a discount sale to be launched at 9 PM on Friday. Any customer who visits 
the site before 9 PM and maintains their session on the website by simply refreshing the 
home page would establish an active connection on the server. If there were hundreds or 
thousands of such customers who became active at the same time when the sale was 
launched and decided to checkout, the server could become unresponsive even without 
accepting new requests. 

For such scenarios the most appropriate load balancing algorithm would be based on the 
Time to First Byte method. Time to First Byte (TTFB) is the total time it takes the ADC 
to receive the first byte of a response from a web server serving a particular request. 
TTFB is the sum of time spent in processing the request by the backend servers, prepar-
ing a response and the time spent on sending the first byte of that response back to the 
user’s browser via ADCs. 

TTFB could be impacted by the following factors:

•  Volume of inbound traffic – if the site is suddenly loaded with a huge volume of user 
traffic, the TTFB will increase, thereby slowing down the responses to the customers.

•  Performance of backend servers – Application and/or infrastructure issues could 
cause the backend servers to respond slowly, thereby increasing the TTFB.

•  Network latency – Bandwidth issues, network latency or network contentions could 
cause the TTFB to increase. This again could be caused by either a huge surge in traffic 
or if the backend servers are performing poorly

Load balancing algorithms based on the combination of the TTFB and least connection 
methods would result in protecting the platform from a sudden surge in traffic,  
ensuring business continuity, even distribution of load, and better utilization of infrastruc-
ture capacity.

Throttling 
Another way to control incoming traffic is via request throttling. ADCs keep track of all 
inbound connections to the application servers and stop sending new requests if the 
number of maximum allowed client connections is reached. All subsequent new connec-
tion requests can be diverted to a holding page until more connections are freed up. The 
holding page could be a self-refreshing page that informs the customers that they are in a 
queue. This mechanism ensures that the servers are not overwhelmed by a large volume 
of new incoming requests; however, the existing client connections are still passed 
through. While this approach helps to prevent server outages, it could cause a negative 
user experience and loss of revenue if many users are diverted to the holding page and 
don’t return to make their purchases.

JDBC Surge Protection 
Most sales promotional events are launched at a specific time, which generally requires 
flushing the storefront caches in order to reflect the updated prices and promotional dis-
counts. If a large number of storefront servers invalidate their caches simultaneously and 
a huge volume of users hit the website at that same time, this would lead to a significant 
load on the database server(s) shared by the storefront servers. 

JDBC connection pool surge protection can be implemented to protect the database from 
being overwhelmed due to a sudden spike in incoming traffic. Surge protection mecha-
nisms allow a pre-defined number of JDBC connections to be established simultaneously, 
but once this threshold is reached, the creation of new connections to the database is 
staggered by adding a pause interval between each new connection creation. This allows 
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the database servers to warm up their own buffer caches so as to serve common queries 
more efficiently to multiple application servers requesting the same data.

Staggering Data Source Switching
Oracle Commerce customers can stagger the data source switching process for each 
storefront server in a cluster. This reduces the number of production servers that will 
begin cache warming at the same time. If there are a large number of storefront servers 
you may need to restrict the number of servers that are loading data from the database 
into the cache at the same time.

While staggering the data source switching in the storefront server cluster can help 
protect the database, it can lead to inconsistent user experiences. Simultaneous user ses-
sions on different production servers may get inconsistent experiences for a short period 
of time until all the storefronts in the cluster finish switching to the same data source.

Repository Cache Warming
Whenever possible, e-commerce applications should cache data locally from the data-
base as users request it. Once data is cached, the application can handle subsequent 
requests for the same data more quickly because it is available in memory and does not 
require a database transaction. 

Oracle Commerce has a built-in cache warming capability which improves application 
performance by reloading cached SQL repository data after it has been invalidated by 
a content deployment. Cache warming attempts to return an application’s cache to the 
state it was in before a deployment.

Grid Caching Solution
In a horizontally scalable architecture, each storefront server is expected to be self-con-
tained. Oracle Commerce is proven to be linearly scalable. While horizontal scalability 
allows more nodes to be added to increase throughput, it also requires each of these 
storefronts to maintain its local cache, which becomes inefficient since it requires all 
nodes accessing the database to cache the same objects.

Oracle Coherence, an in-memory distributed data grid solution, provides the ability to 
access large volumes of data with minimal latency. Storing objects in Oracle Coherence 
improves performance and scalability by eliminating load on the database and other  
systems. The Oracle Commerce platform includes an adapter for the Oracle Coherence 
data grid application.

The below diagram illustrates how this approach would benefit the stack:
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Figure 3.  Grid Caching with Oracle Coherence. 



Queries are offloaded to Coherence instead of the database for the majority of requests.
This allows the large catalog to reside primarily in the external cache rather than the 
JVMs, freeing up memory for transactional work and reducing database load. Reposito-
ry items that are shared across multiple Oracle Commerce instances and are modified 
frequently by them, e.g. inventory, can benefit hugely by residing in a data grid.

Edge Caching Solution
CDN (Content Delivery Network) is a globally distributed highly available network of 
servers which serves content to end users. CDNs are capable of caching large amounts 
of data and can significantly reduce the number of requests to your platform. This means 
that even if the client browser believes it is making hundreds of requests as part of a 
session, only from zero to a handful will actually reach the origin. This capability becomes 
extremely useful when you have to clear the entire cache before launching new prices or 
promotions for your website. Having the CDN cache and serve most of the static content 
could greatly reduce the duplication of cache warm-ups required on individual Oracle 
Commerce servers. 

Managing “Bots”
According to a recent study in 2013, just over half of all internet traffic came from Bots5.  
Bots are computer programs which do not follow the normal customer browsing patterns 
and therefore can have a significant impact on the site’s performance. Bots often visit the 
least frequently used pages which may not exist in the local cache. 

For e-commerce websites, traffic from bots typically constitutes 10-20% of the entire 
traffic. Bots include good bots such as search engines, website health trackers or website 
vulnerability scanners. But some of the bots can be malicious and scan the website for 
vulnerabilities.

Bots access all pages including the least frequently visited pages which may not exist in 
the local cache, therefore putting unnecessary load on the platform. Your platform’s pro-
cessing capacity can be prioritized for user traffic by redirecting the Bots to a dedicated 
“Bot storefront” server. Segregating the non-customer traffic to these sacrificial servers 
will ensure that the performance impact of Bots can be localized to this server instance in 
cases where the Bot traffic starts to contend for more infrastructure resources.

 
Test Planning

BAU load testing of e-commerce platforms focuses on measuring metrics such as 
average response time, page views per hour, and so forth. These load tests are generally 
performed with a steady ramp-up of user traffic, given the objective of testing the system 
boundaries, i.e. how much load the systems can cope with while maintaining user experi-
ence NFRs. While this approach is important for optimizing the platform performance and 
to identify bottlenecks, this doesn’t help prepare the platform for the traffic profile that it 
experiences during holiday peaks and special events like clearance sales and new product 
launches. In order to simulate the load profile for such events, a spike test should be 
performed. In this profile the load is ramped up very quickly and the platform is subjected 
to thousands of concurrent requests within a few minutes. The idea is to test the capacity 
of the platform to cope with a sudden burst/surge of traffic, without bringing down some 
or all of the components in the architecture.
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Figure 4.  Spike test load profile.

This spike test profile can be further customized to simulate user behavior during a sale 
wherein the majority of your traffic is focused on a small area of your platform. This situ-
ation, if not catered to, could lead to contention of shared resources and objects such as 
the database, file systems, inventory and order management systems. 

Despite all the efforts that organizations put into mitigating for all eventualities, things still 
go wrong, and therefore, test plans should focus on testing component failure scenarios 
such as a database instance going down during the spike test, or an application server 
crash. These scenarios could provide very valuable insights and metrics around failover 
and recovery times, operational process efficiency and the platform’s behavior if an out-
age were to occur during peak. 

Another factor to consider is the traffic coming from mobile devices and affiliate sites  
during the trading peaks. In 20136, for the first time, more than half of the website 
traffic for major online retailers was from mobile devices during the Christmas period7. 
Therefore, when planning the peak testing profile one should account for this additional 
40-50% load. 

Conclusion

With the rapid growth of e-commerce, businesses cannot afford unplanned outages 
especially during peak trading periods when a significant proportion of annual revenue 
and profits are generated. Businesses are at risk of losing their customers to competition 
if they are not able to serve them during these critical events. It is evident that no single 
approach can prepare the platform for handling these traffic spikes, and there are multiple 
areas which could be optimized based on the expected behavior and available resources. 
Therefore, a holistic approach for planning to meet the demands of the online peak  
trading season should be performed. Techniques outlined in this white paper can be  
employed to sustain and scale e-commerce platforms to meet the expectations of  
demanding customers. 
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