ORACLE

LEARNING
DATABASE "> LOUNGE

Migration to ADB Part III: OCI Database

Management, the Swiss Army knife for databases | | y v” / f
/)
Autonomous Database Learning Lounge - ;'”’ :
> 4 'é'
~ _=_r/
Hosted by Marcos Arancibia _

Autonomous Database Product Management

Copyright © 2025, Oracle and/or its affiliates O



Derik Harlow German Viscuso
Topics

» Learn about the new advanced monitoring capabilities for
Autonomous Databases.

« Obtain deeper insights and realtime performance monitoring for
ADB and own performance administration of your code and
application.

* From fleet wide analysis to a single resource, Database
Management in OCl will provide scalable operations and
powerful tools to maximize your database’s performance.

Q&A

*  Product Managers will answer any questions
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Before we begin...

This session is for you !!!

Ask your questions using Q&A oY
Q&A

Product Managers are monitoring your questions

We will share links in Chat @

Chat

The recording will be made available in a few days at
oracle.com/goto/adb-learning-lounge
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https://bit.ly/adb-learning-lounge
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Important links to
bookmark

Links to get you started e
and to keep up to date with [
Autonomous Database

oracle.com/autonomous-database/get-started/

Linked [ X

2 Join us: bit.ly/adb-linkedin-grp @AutonomousDW
— ¢ Bluesky

autonomousdb.bsky.social

1 New Get Started page:

Got a question? Join us on Developers Slack

We are on stackoverflow (search #oracle-autonomous-database)
. bit.lv/adb-stackoverflow bit.ly/odevrel_slack (odevrel_slack)
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https://www.oracle.com/autonomous-database/get-started/
https://bit.ly/adb-linkedin-grp
https://twitter.com/@AutonomousDW
https://bit.ly/adb-stackoverflow
https://bit.ly/odevrel_slack

Join our External Slack

STEP 1: bit.ly/odevrel_slack (odevrel_slack)

STEP 2: search for #oracle-autonomous-database
at the top and click on the Channel

: 1] « - @ Q Search Oracle Developers @
" Oracle Develop... ¥ [ZBM 1 oracle-autonomous-database l Oracle Autono... 0029 0 v
H
@ Gl @ Threads @ Messages () Addcanvas & Files X Pins +
B 69 Huddles

° ‘ 4:26 PM December 10th, 2024 v
g 2 B> Drafts & sent Hello All, I'm seeking references for utilizing Data Transforms. | plan to implement Data

0 Transforms to synchronize data between Oracle Cloud ERP and ATP. While | can build
5 v Starred a pipeline and mapping to replicate the data, I'm looking for information on how to

Activity @ e initiate the jobs externally. Are there any web services or PL/SQL methods we can use
OIS 2l to trigger these pipelines from outside? (editec
m v Channels 3L. 4 replies Last reply 5 days ago
Later
# 01-general
74 R namne o e te December 11th, 2024 v

Template: 1 oracle-autonomous-database
—

1t oracle-db-graph

oracle-db-machine-learning AUTONOMOUS DATm

ancibia 9 1:34 PM

#*

More 1t oracle-db-spatial LEARN’NG LOUNGE
Q Browse all channels em Portugués apresenta
» Direct messages

aF » Apps o

(I
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https://bit.ly/odevrel_slack
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OCI Database Management and Ops Insights

Autonomous Database and Exadata advanced monitoring

Observability and Management
January 14, 2025




Autonomous, an innovative Oracle Database-as-a-Service

Automated, fully managed for any type of workload, data, operational criticality and at any scale

Converged Database
Any workload, any data
type, unified management
and security (no data
silos).
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Cloud Native
Industry leading cloud
(OClI) with self-service for

Oracle Exadata Database.

Machine Learning
Self-tuning, self-securing,
self-patching, does all the
hard work for you.

Autonomous Database
Fusion of the best of
database, cloud and ML
technology for the 215t
century.




Why Database Observability is Important?
Business and Mission Critical need to observe Performance and Availability

Business and Mission Critical
P o need
Performance and Availability
(S— [S— - Trust-and-Verify Oversight
& &S |k
Business [’}\
Simple Important Critical %\A}‘

Autonomous Database

Database Spectrum

More Observability Desired

10 Copyright © 2025, Oracle and/or its affiliates




Autonomous Database Observability - key categories and tools

Performance Hub API Events / Logs

Enterprise Manager ConTpartments
Database Actions - Mtgglci / Al_arms
T P ogging
~— e /'\ T
) XL
Performance ;
& Scalability Operations
: CPU
Metrics / Alarms Memory
Replication Lag |I_—— [’}\ =3 Storage/IOPS
Reachability =N A = Sessions
Availability Capacity Quotas
)
I
------ @) =
——————— = R T
Data Safe - Security Fleet T

IAM Policies Compliance = Management DB Néan?gement
Unified Auditing 5 ra :rr‘la
Operator Control rometheus
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Agenda

1. Observability and Management
Database Management overview

Fleet management

Single database management

BT, TR o O B

Performance diagnostics

Copyright © 2025, Oracle and/or its affiliates

=2

Performance tuning

~

Database administration

o

Exadata infrastructure monitoring
Ops Insights features

10.Resources



Oracle Multicloud Observability and Management

Observability and Management Platform

D 8 R O B

Applﬁtion ¥ _ ]
Performance Stack Logging Database and OS Ops
Monitoring Monitoring Analytics Management Insights

Metrics

ORACLE EE Microsoft 3 aWs

BN Azure -) v
\ Cloud Goog|e Cloud S— On-premises /
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Oracle Cloud Infrastructure Database Management service

1 View databases in one place 2 Get insight on issues,

(on-premises, hybrid, multicloud)

With full insight into Oracle
Database availability, performance
and infrastructure operations

Benefits

» Get information on your databases within
minutes of subscription

» Latest Oracle Database support removes
risk of unmanaged databases

» Replace silo’ d 34 party tools, recover
hardware and resources, save money

Copyright © 2025, Oracle and/or its affiliates

availability and key statistics
Active operation drill-down for
troubleshooting and diagnostics

« Database information for who needs
it, when they need it for their job role

* In-depth diagnostic and SQL metric
detail no other vendor can provide

« Common, shareable source of
information enables faster trouble-
shooting, eliminates “finger-pointing

3 Perform operations on a single

database or at a fleet level

Run a job on databases supporting a
specific application or function (DEV,
TEST, PROD)

» Create once, run across many
databases, reduces error, saves time

» Aids database security, configuration
and compliance management

* “Modernize” management on your
own terms, don’t have code or rip and

replace




Oracle Cloud Infrastructure Database Management service

Leading database performance
diagnostics = ORACLE Cloud

Oracle Database fleet summary in domgmt e T—
Today 06:40 PM - 07:40 PM UTC
compartment

US East (Ashburn) v g @ @

Comparison

Same 60 min yesterday
Feb 29 06:40 PM - 07:40 PM UTC

Search resources, services, documentation, and Marketplace

Database Management

» Single pane of glass management view
 Visualization driven interfaces Overvew

Oracle Database Inventory Monitoring status ® Resource usage ® Alarms ®

€ Critical: 3
A Warning: 3

MySQL HeatWave ’ CPU -

Exadata Infrastructure ’ 1.67 avg active CPU of 16 allocated
N Up

Dashboards 8 Plugga... 88% up M Down
W ADW-$ W Unknown

Storage (NN

0.097 TB used of 0.152 TB allocated

© information: 1

Cloud native
 Fully managed by Oracle
* Cloud elasticity Scope —
* Low operations cost

Database Groups

Administration

Q Search by display name Show: @ List Sort by = DB time

Direction = a -

Compartment

dbmgmt

emdemo (root)/OandM-Demo/dbmgmt MFG @ Avg. Active Sessions: 3.03 CPU allocation: 2.00 Storage allocation: 0.004 TB 1/0 rate: 0.00 IOPS
0.16% 83%
Show databases in the @® Up SIPDB, External @ : Usage: 0.30 0.01% Usage: 0.003 TB Throughput: < 0.01 MBPS
¥ 13.74%
Key use cases Doyt
Database group
ORDER @ Avg. Active Sessions: 1.00 CPU allocation: 2.00 Storage allocation: 0.054 TB 1/0 rate: 0.00 IOPS
1 m m m i 1 0.01% 92%
O Rea] _t] e pe rfO r a nce O n]to r] n g Hias ® Up SIPDB, External @ : Usage: 0.30 0.47% Usage: 0.049TB Throughput: < 0.01 MBPS,
5.31%

* Manage multi-cloud or on-premises

databases

Copyright © 2025, Oracle and/or its affiliates

Database type

Al

Lifecycle state

ips://cloud.oracle.com/dbmgmt-ui/fleet/oracle

SALES @

® Up SIPDB, External (7)

Avg. Active Sessions: 1.00
0.14%

CPU allocation: 2.00
Usage: 0.30 0.04%

Storage allocation: 0.008 TB
70%
Usage: 0.006 TB

Copyright ® 2024, Oracle and/or its affiliates. All rights reserved.

1/0 rate: 0.00 IOPS

Throughput: < 0.01 MBPS
A 15.22%




Database Management features

Monitor and manage many database

 Unified view for monitoring and
managing Oracle Databases across on-
premise and cloud

* Out-of-the-box performance
dashboards to quickly monitor single
and fleet of databases

Resources

Summary

Alert logs

Vv Performance
Performance Hub
AWR Explorer
SQL Tuning Advisor
SQL tuning sets

SQL plan management

Performance diagnostics
* Integrated view of database activity it

 ASH Analytics, SQL/Session details, i)
blocking sessions, SQL Tuning Advisor, =0
etc.

» Advanced SQL execution plan analysis o s

SQL Insights

Optimizer statistics

Vv Administration
Credentials
Alarm definitions

Associated database groups

Database administration

» Tablespace management, database
parameter configuration, user
management, TCPS support, etc.

Copyright © 2025, Oracle and/or its affiliates

Database unique name: ej31pod

More details

- i Last 60 min
Summary Time period | 12, 08:01 PM - 09:01 PM UTC

ADW-S

Monitoring status timeline (©)

2

0:02 20:12 20:22 20:32 20:42 20:52
Dec 6, 2024 UTC

Activity class (Avg. Active Sessions)

— CPU threads
Wait
CPU

20:05 20:10 20:15 20:20 20:25 20:30 20:35 20:40 20:45 20:50 20:55 21:00 21:05
Dec 6, 2024 UTC

Activity Storage (TB) SQL statements Failed connections

Metric | CPU utilization ¢ e EY
0.07

100 40
0.06

80 0.05 30
Used
60 0.04 20 M Failed ...

— Allocat...
0.03

u...
40
0.02 1o @
20 0.01 0 oo
Queued Completed el

0 0.00




Key Autonomous Database advanced features

Feature Comments

Database performance * SQL Tuning Advisor * Optimizer Statistics
administration * SQL tuning sets * AWR Explorer
* SQL Plan Management « SQL Insights integration
Performance Hub + Top Activity Lite * Instance level AWR report
* SQL Monitoring * ASH report
* Blocking sessions list  On-demand ADDM
Alert Log view Alert Log: Same support as Cloud and External DB
Storage administration ADB-S: Read-only view of tablespaces

ADB-D: Full management. Same support as Cloud and External DB

Optimizer Statistics ADB Admin user has privilege to collect stats, enable stats advisor and implement advisor
recommendation

Database parameters List of updatable parameters for ADB

Out-of-the-box alarm creation Quickly create alarms for ADB resources with integration to OCl Monitoring service

Copyright © 2025, Oracle and/or its affiliates
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Fleet management
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Database Management service for hybrid fleet-monitoring

Unified fleet view of databases across
Oracle Cloud, other clouds, and on-

= ORACLE Cloud | Cloud Classic » Search resources, services, documentation, and Marketplace US East (Ashburn) v Q C?) @ g

Time period Comparison

) Database Management Oracle Database fleet summary /n domgmt T o | [ Last2ée8 hous
premises SR
* On the Fleet Summary page, you can Oracle Database Inventory - Monitoring status @ Resource usage © Alarms @

monitor multiple Databases N & o cry IE— 1 G
+ Deployment type and tag integration Dashooards 8 me a8% Storage I © omatn:

Database Groups 0.097 TB used of 0.151 TB allocated

for grouping resource views

Administration

Scope Members Performance

Native OCI metrics for DevOps event Qe oy cepay e Show: © L ovecion| « ||

a] a r m S a n d m O n Ito rl n g emdemo (root)/OandM-Demo/dbmgmt MFG @ Avg. Active Sessions: 3. CPU allocation: 2.00

0.08% 84%
Show databases in the ® Up SIPDB, External @ o Usage: 0.30 0.1% O Usage: 0.003 TB Throughput: 0.03 MBPS
@

Storage allocation: 0.004 TB 1/0 rate: 0.00 IOPS

7.35%
o Compartment

Database group
ORDER @ Avg. Active Sessions: 1. CPU allocation: 2.00
0.32%

D ri" d OW n fro m th e FI eet S u m m a ry Fiters ® Up SIPDB, External () Usage: 0.30 0.14% Usage: 0.049 TB ;’g?;lzhput: 0.04 MBPS ¥

page to a specific database of interest o | | 5)
SALES @ Avg. Active Sessions: 1. CPU allocation: 2.00 % Storage allocation: 0.008 TB 1/0 rate: 0.00 IOPS
Al @ Up SIPDB, External (7) ik Usage: 0.30 4 0.11% Usage: 0.006 TB 4 0.17%  Throughput: 10.71 MBP{ %2+

A 49254.89%

Storage allocation: 0.054 TB 1/0 rate: 0.00 IOPS

Lifecycle state

Al FINANCE @ Avg. Active Sessions: 1. CPU allocation: 2. ' \ Storage allocation: 0.003 TB 1/0 rate: 0.00 IOPS
B86%.

Visualization-driven load and remr————
performance analysis
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Database Management service for hybrid fleet-monitoring

Unified fleet view of databases across
Oracle Cloud, other clouds, and on-
Oracle Database Inventory ~ || Monitoring status ® Resource usage @ Alarms @

p re m ] Se S MySQL HeatWave CPU [ ] Q Critical: 3
‘ ‘ 1.66 avg active CPU of 16 allocated -

Exadata Infrastructure

* On the Fleet Summary page, you can . . :Waming;g
Dashboards Plugga... W Down orage ([INNIININEGNGN Information: 1

m O n itO r m U]ti p] e Data ba Se S Database Groups = o = fninonn 0-0970TB Lsed 0f|0.151\TB allocated

= ORACLE Cloud Cloud Classic » Search resources, services, documentation, and Marketplace US East (Ashburn) v [:g @ @ g

Administration

» Deployment type and tag integration
for grouping resource views Scope Members | Performance

Compartment Mstric Group by RAC Usage: 8.08 Avg. Active Sessions

Show: .
instances Databases: 8

dbmgmt DB time < Type

emdemo (root)/OandM-Demo/dbmgmt
e 4 Pluggable DB

Native OCl metrics for DevOps event
alarms and monitoring © Cangarner

Database grou
92 FINANCE

Filters

Database type

Drill down from the Fleet Summary .
page to a specific database of interest A

All

e i ; i . 9
Tag fiters eabllali Size: DB time (Avg. Active Sessions) Color: Change (%) <-10% -10to 0% 0to 10% 10t0o 50% M >50%

Visualization-driven load and ot vty ot Pt
performance analysis
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Monitor and manage a specific
database
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Database details page

Detailed database performance and
configuration details

Summary provides key metric details
including availability

Enhanced performance tools with key
visualizations

Seamless navigation between
monitoring and administration tasks

Cross-service integration and
dashboard links

Copyright © 2025, Oracle and/or its affiliates

Resources

Summary

Alert logs

v

v

v

Performance
Performance Hub
AWR Explorer

SQL Tuning Advisor
SQL tuning sets

SQL plan management
SQL Insights
Optimizer statistics
Management
Tablespaces

Users

Database parameters
Jobs

Capacity Planning
Administration
Credentials

Alarm definitions

Associated database groups

Database unique name: ej31pod

More details

Summary Time period | L2st 60 min

Today 08:01 PM - 09:01 PM UTC

ADW-S

Monitoring status timeline (©)

2

20:12 20:22 20:32 20:42 20:52

0:02
Dec 6, 2024 UTC

Activity class (Avg. Active Sessions)

20:05 20:10 20:20 20:25 20:30 20:35 20:40 20:45 20:50 20:55 21:00 21:05
Dec 6, 2024 UTC

Activity Storage (TB) SQL statements Failed connections

Metric | CPU utilization & e EY

0.07
100 40
0.06

80 0.05 30

60 0.04

0.03
40
0.02

20 0.01

0 0.00 Completed




Performance diagnostics
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Diagnose persistent and transient performance problems

Integrated system-wide and session-
specific views of database activity

* ASH Analytics

SQL Details

Blocking Sessions

Guided problem resolution
Historical SQL Monitoring reports

Top Activity Lite

« Simplified version of Performance
Hub, optimized for near real-time
performance diagnostics

+ Displays last-hour activity efficiently
even under heavy load

« Single screen with easy
visualization of issues through
compact Ul

« Suitable for NOC-like display on large
screens

Copyright © 2025, Oracle and/or its affiliates

—_— JI/A LT UIvuUU

—Back Performance Hub: Top Activity Lite - RATI_RATLAD

Time Range (Last Hour) Time Zone

Jul 28, 2023 5:18:03 PM - 6:18:03 PM % utc
ASH Analytics SQL Monitoring

Y Appiied Fiters (i) None

US mast (ASHuuI v <> (VA=A 3

Auto Refresh

Reports v 15 Seconds v Refresh

Average Active Sessions (i)  AsH Dimension | Wait Class v

View Option Qk/ '™

Maximum CPU | Limit v Total Activity ~ Data Source @ Memory v Sample Resolution @ Medium v

W Other

L Cluster
20 Commit

M Application
1.0 M Concurmency
00 Svstem 1O

6:15:00 PM

SQLID v | by Wait Class

TuneSQL || Columns v P ion v | by Wait Class

saL b Activity (Average Active Sessions)

SQL Type

Service ion Activity (Average Active Sessions) Program

Osh0fn7r21020 | I 0.08

SELECT

ratied 048, N 0.05 JDBC Thin Cient

200mu76tzont I 0.05

SELECT

— 5180, I I 0.05 JDBC Thin Client

28tribjfat2uh I 0.02

SELECT

— 6590, I 0.05 JDBC Thin Client

34mtdskacwwwd [ < 0.01

SELECT

ratiad - v |<0.01 oracle@slcm21adm02.us.oracle....

glznkya370htg | <0.01

SELECT

— 1:10343,13269  |<0.01 JDBC Thin Glient

csasr8ct205tv | <0.01
gt3yOsr7zafbx |<0.01
bsaqqj93sf667
abhdpzrqghc7d
g3kf1ppky3627

Others
—

SELECT

SELECT

SELECT

INSERT

SELECT

—— 1:7060,18351 | <0.01 oracle@slcm21admo1.us.orace....
3427055676

ratlad

ratlad




Real-time SQL Monitoring

* In-depth application performance analysis Realims SOL Montorng

SQL ID: 8y0r1q6zqa027 Execution ID: 16778214 Status: ° Completed
== - - S Overview
 |dentifies poorly written and designed SQL
General Time & Wait I/0
St ate m e nts SQL Text: select /* sales medum1 *//* 16 */ p_brand Duration Buffer Gets
3.0s 3.0s
Execution Plan: 2
Execution Started: Tue, 15 Jan 2019 00:38:15 GMT Database Time V0 Requests
H 4.s B 100

Last Refresh Time: Tue, 17 Jan 2019 00:38:15 GMT

 |dentify and guide optimization of e

application calls in the data tier —

° C a pt u re S fi N e = g rai N e d S Q L Stati Sti CS at Plan Statistics Parallel SQL Text Activity Metrics
eaCh Step Of the executlon p]a n Plan Hash Value 287562055 S
[ I nte ra Ctive Visua]izati O n 12 4 R‘Ej::;:?; djfo0chbps 15 .
* Analyze current and historical SQL . — . AL
Statem ents (: 4 'iXHS: :TQ10004 :: 2 :: -
9 :z :Ei::iSH TQ10003 M 15K 2 55K
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Blocking sessions

In-depth application wait analysis

« Displays the current blocking and waiting
sessions in a hierarchical manner

« Detailed information about each blocking

session

* Inspect or drill down into the SQL involved,
to determine the cause of the blocking

« Perform kill operations on one or more of
the listed sessions to resolve a waiting

session problem

Copyright © 2025, Oracle and/or its affiliates

Performance Hub

Perfhub ADW Test

sssssssss

TME RANGE
) y 28, 202 )
Active Sessions (6}
AAAAAAA ytics ~ SQL Monitoring  Blocking Sessions ~ Workload
P — ]
ssssssssssssssssssss
@ 4415148 ()
@ Aci Exclusive Lock 111326392 @
rrrrrrrr @ Aciive Lock 49,580 D

@ act Lock 1:476.19025 ®

0 Selected

sssss
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AWR performance data review without Database Management
Challenges

Single AWR report over several snapshots Foreground Wait Events (Global)
. 5500000 M - W, s - ns -
= = - - * Summary "Avg Wait Time". Perinstance Wa Time Avg' used 10 compute [Av/MivMax/Sas Dev]
« Fore.g., Avg Wait Time is 200 sec for Control File ey e e, s (o v )

Seq Read over 4 hours T I = S I LY R L T T B B T
 Still one data point, and metric data is averaged S Tt v ,
User ¥O direct path read temp | 150399 000 11057 735.15us 253| 73390us 7132508 75456us  29.21us]
Over4 hours Scheduler  acknowledge over PGA imit | ss00 7523 7048 742ms 161 740ms  Gbdew  7.95ms 78301us]
Other PX Deq Slave Sessicn Stats | 145028 000| s278 36394 121] 36436us 35857us 370.15us  8.19us]
. Other log swich/archive | 523 10000| 5237 100.13ms 120| 100.13ms 100.13ms 100.13ms  229us]
° IS ]‘t good Or bad? User VO Disk Slo operations VO [1.214,358 000 5048  4157us 1.16] 415Tus  4154us  4150us 353508
User YO direct path write tomp | 138721 000| 4956 36533 1.14| 36406us 34366us 38445us  2884us
Other name-service cal wait | 840 000] 4419 5261ms 101| 5403ms 34.18ms 7388ms  28.08msl
. . [Administrative switch logfile command | 15 000| 4337 2891.13ms 0.99|2540.66ms 1489 27ms 3592 0Sms 1486.85ms
User VO Disk Slo Muror Read | 73899 000 3708 503.14us 0.85| 55502us 45198us 65506us  145.73us]
Avg Walt Tlme (us) [Administrative Backup: MML exiended insakzation | 160 000| 3578 22360ms 0.82| 223.58ms 22321ms 22396ms 5346408
Other eng: PS - contention | 7as09 13| 2038 25031us 047| 25951us 24651us 2725%us  18.39us]
Other CRS call compietion | 400 000] 1710 4274 039 4274ms 4220ms 4319ms  63599us]
400 Other recovery area: compesing backed up Sles | 24,367 000 1678 68845 0.38| 689.36us 68024us 69843us  1286us]
[Concurrency  Mbrary cache: mutex X | se42 000] 1381 34699us 031 3411lus 207.10us 385.12us  62.24us]
[Other PX Deq resp crecit |2889.736 20.07| 190 4158 027| 415  4flus 4188 S0.460s]
350 Adminstrative JS kgl get object wait | 100 0.00| 956  99.50ms 023| 9961ms 9958ms 996Sms  47.90us|
Other PX Doy Join ACK | 38842 000| 801 21861us 0.18| 25086us 20670us 20503us  6246us|
300 [Other PGA memory operation | s16.780 0.00| 718 1165 0.46] 16lus  11.0lus  1211us  706.46ns]
System /O control file single write | e&s0 0.00| 675 98ms 0.45|  .98ms 95ms  101ms  38.35us]
[Other GPnP Gat ltem | 400 0.00| 616 1541ms 0.14| 1541ms 1537em  1545ms  54.97us
250 Other relablo message | 10147 000| 428 421620 0.10| 391.83us 3338Tus 449.50us  B2.11us]
[Other nq;: JQ - contention | 12283 100,00 405 32093 0.00| 32004us 32326us 336618 9.4dusl
User 1O cell single block physical read | so030 0.00| 244 683.78us 0.08| 682.18us 521.74us 84263us  226.50us]
200 Other eng: WL - contention | a4 s227| 326 74.15ms 0.07| 6849ms 529%ms S404ms  21.58ms|
Other ASM fils metadata operation | 268 0.00| 272 101m 006| 53044us  817us  105ms 733 60us|
150 [Other recovery area: computing dropped fies | n 0.00| 207  6666ms 0.08| 6666ms 6665ms 656Tms  1245us|
Other CSS insakzaton | 1082 0.00| 181 1.72m 004| 172ms 167ms  1.77Tms 7283l
|Other KSV master wat | ame2 0.00| 168 35327us 0.04| 35260us 34207us I630us  15.01us]
100 Other eng: IV - contention |  4s20 L) 164 33246us 0.04| 332.33us 33142us 3I324us  1.29us]
[Concurrency  cursor: pin S wakt on X | 60 0.00| 151 2521 003| 2640ms 860ms 4420ms  25.18ms|
System /O log file soquental read | des 0.00| 139 358ms 003 352ms  319ms  38Sms  465.82us]
50 |other CSS cperasion: acson | 1073 0.00| 135 126 003| 126ms 126ms 127ms  7.69usl
Other PX gref latch | s22900 100.00 | 128 156 003 150us 155 162us  51.18ns
Other oracle thread bootstrap | 13 0.00| 120 02.25ms 003 9225ms 922%ms 9225ms |
O Concurrency  Sbrary cache: bucket mutex X | 344a 0.00| 095 27453 0.02| 27305us 24948us 29662us  33.34usl

Control File Seq Read (over 1 hr) Control File Seq Read (over 4 hr)
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AWR Explorer visualization of reports for advanced diagnostics

Enables DBAs to perform advanced
pe rfo r m a n Ce a n aIySI S = ORACLE Cloud Search resources, services, documentation, and Marketplace US East (Ashburn) v 3 @ @ []

AWR Explorer
I nteg rat] O n Of O r-a CI e pe rfo r m a n Ce Load profile ~ Metrics ~ Wait events  Activity = Database parameters
too]s p]us data V]sua]izat‘lon Wait event (2) | Log file init write v | Add wait event chart

resmgr:cpu quantum Show histogram

[«
®

Provides different aspects of Oracle
Database performance data which can
be very helpful in issue detection

IS
a
S

o

iy

)
S
S]

®

Waits per

Average wait
time (ms)
@
second

/

07:42:40 AM 08:43:07 AM 09:42:33 AM 10:43:00 AM 11:43:25 AM 12:42:50 PM 01:43:15 PM

o
o ©

Mar 5, 2024 UTC

Visualize performance trends easily e e e
without needing to toggle between
hourly AWR reports

N

I
Y

time (ms)
o
=

Average wait
Waits per

-0nd

: /

07:42:40 AM 08:43:07 AM 09:42:33 AM 10:43:00 AM 11:43:25 AM 12:42:50 PM
Mar 5, 2024 UTC

Generate AWR, ASH, SQL reports, etc.

o w o ©

01:43:15 PM

Terms of Use and Privacy ~ Cookie Preferences Copyright ® 2024, Oracle and/or its affiliates. All rights reserved.
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AWR Explorer visualization of reports for advanced diagnostics

Enables DBAs to perform advanced
pe rfo r m a n Ce a n alysl S = ORACLE Cloud Search resources, services, documentation, and Marketplace US East (Ashburn) v B @ @ []

AWR Explorer

I n‘tegrati O n Of O ra CI e pe rfo r m a n Ce Load profile  Metrics ~ Wait events  Activity  Database parameters
tools plus data visualization system statitis () | Custom « | [ Ada toad profie chart

1/0 BweaafHsLe®

cell flash cache read hits == physical read total |0 requests physical read total bytes == physical write total 10 requests physical write total bytes == redo size session logical reads

Provides different aspects of Oracle
Database performance data which can
be Very he] pfu] in iSSue detection 07:22:40AM 08:43:07 AM 09:42:33 AM 10:43:00 AM 11:43:25 AM — — 12:42:%0PM — - 01:43:15 PM

Mar 5, 2024 UTC

Visualize performance trends easily Time model overview
without needing to toggle between »

6K

hourly AWR reports e D@
07:22:40 AM 08:43:07 AM 09:42:33 AM 10:43:00 AM 11:43:25 AM 12:42:50 PM 01:43:15 1%

Mar 5, 2024 UTC

Generate AWR, ASH, SQL reports, etc.

= DB time (ms) DB CPU (ms) == background cpu time (ms) == RMAN cpu time (backup/restore) (ms)

Terms of Use and Privacy ~ Cookie Preferences Copyright ® 2024, Oracle and/or its affiliates. All rights reserved.
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AWR Explorer visualization of reports for advanced diagnostics

Enables DBAs to perform advanced
performance analysis

Integration of Oracle performance
tools plus data visualization

Provides different aspects of Oracle
Database performance data which can
be very helpful in issue detection

Visualize performance trends easily
without needing to toggle between
hourly AWR reports

Generate AWR, ASH, SQL reports, etc.

Copyright © 2025, Oracle and/or its affiliates

= ORACLE Cloud | Cloud Classic > Search resources, services, documentation, and Marketplace

AWR Explorer

20

0

07:15:00 PM
Oct 18, 2022 UTC

SQLID v | by Wait class

Activity (%) Avg. active sessions sQL D

1.93 8xh93rrqa87dw
] 9.65

1.63 5n8y7prasdizg

1 |
|
= = pem -'I-l- F'._-.__ S .l-.__._ .

- L

US East (Ashburn) v ﬁg @ @

CPU H User /O Commit Configuration Network Other

07:30:00 PM 07:45:00 PM 08:00:00 PM

Wait event v | by Wait class

Wait class Activity (%) Avg. active sessions Wait event Wait class

CPU 24.25 CPU + Wait for CPU CPU

User I/0

Copyright ® 2024, Oracle and/or its affiliates. All rights reserved.
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Performance tuning
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Rapidly identify and tune SQL performance issues

Integrated tools to optimize
pe rfo r m a n ce tu ni n 8 = ORACLE Cloud Cloud Classic > Search resources, services, documentation, and Marketplace US East (Ashburn) v g (E) @ Q

* SQL tuning sets (STS) Create SQL tuning set

* SQL Tuning Advisor (STA) | 0‘ | o
« SQL plan management (SPM) — e S
» Optimizer Statistics monitoring

Load SQLs

Select a loading method to populate the SQL tuning set with the selected SQL statements. You may also choose to create an empty SQL
tuning set.

. . Incremental cursor Current cursor AWR snapshots Skip loading
FUII tu n] ng WorkﬂOW fr0| I I ru n nl ng SQL cache cache Collect SQL statements Create an empty SQL tuning
- - - : from the workload set with no data. SQLs can
Cont ly collect SQL Collect SQL statement: ; g
Tuning Advisor to managing SQL el

workload from the shared SQL area.

p] ans QL area.

Start snapshot (%) End snapshot (%)

Feb 17,2024, 2:42:44 AM UTC Feb 17,2024, 3:43:10 AMUTC

La rge Sca]e tu ni ng Operations by Snapshot ID: 22378 Snapshot ID: 22379
COI I ecti n g STS fO r i n p Ut i ntO STA Sort results by (©) Result percentage (2) Result limit (&) Load option (2)

A A
100 i 0 & Insert

+ |Advanced options

Scheduled runs to automate STS and | o
STA Ca pa bi]ities rms Copyright © 2024, Oracle andjor its affiliates. All rights reserved.
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Rapidly identify and tune SQL performance issues

Integrated tools to optimize
performance tuning

* SQL tuning sets (STS) Run SQL Tuning Advisor
* SQL Tuning Advisor (STA) Task definition
« SQL plan management (SPM) N

= ORACLE Cloud Cloud Classic » ‘ Search resources, services, documentation, and Marketplace US East (Ashburn) v [3 (D @ Q

» Optimizer Statistics monitoring Dgpg
Full tuning workflow from running SQL saL
Tuning Advisor to managing SQL
plans s

SQL Tuning Set Schema Description

La rge scale tunin g operations by MY_STS MFGADM TS to run QL Tuning Achiser egeinst
collecting STS for input into STA |
Scheduled runs to automate STS and o

S I A Ca a b]] Itl eS rms ookie nces opyright © 2024, Oracle and/or its affiliates. All rights reserved.
Cookie Preferences Copyrignt © 2024, Uracle anajor Its arTiliates. All fights reserved.
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Rapidly identify and tune SQL performance issues

Integrated tools to optimize
performance tuning

* SQL tuning sets (STS)
* SQL Tuning Advisor (STA)
* SQL plan management (SPM)

Optimizer Statistics monitoring

Full tuning workflow from running SQL
Tuning Advisor to managing SQL
plans

Large scale tuning operations by
collecting STS for input into STA

Scheduled runs to automate STS and
STA capabilities

Copyright © 2025, Oracle and/or its affiliates

= ORACLE C|OUd Cloud Classic » Search resources, services, documentation, and Marketplace

Resources

Summary

Alert logs

Vv Performance
SQL Tuning Advisor
SQL tuning sets
Optimizer statistics
SQL plan management

Vv Management
Tablespaces
Users
Database parameters
Jobs

Vv Administration
Credentials
Alarm definitions

Associated database groups

Terms of Use and Privacy ~ Cookie Preferences

SQL plan management

SQL plan baselines Load SQL plans Configuration

Summary Baseline last executions
Total SQL plan baselines: >500

SQL plan baseline: Enabled Disable

Automatic plan capture: Enabled Disable

Automatic SPM Evolve Advisor task: Enabled Disa
ble

SQL plans

Filters @ Click the charts above

US East (Ashburn) v/ IANONE N @)

SQL plan statistics

Auto purge
Reproduced

R ]
1 - 4 Weeks W Accepted

Disabled

>4 Weeks e
M Never _ B Enabled

Fixed

0 100 200 300 400 500 600

A\ First 500 matching records are retrieved.

Q Search by SQL text, plan name or origin @

SQL text
4 select /*+ opt_param('_optimizer_use_auto_indexes'

SQL_PLAN_00ctnzhxpynOse85164e4

4 select pctfree_stg, pctused_stg, size_stg,initial_
SQL_PLAN_043mwb7um1c0b0a381ef5

4 SELECT ctype, ind_owner_name, index_name, comp...
SQL_PLAN_06d40j61dt3rcc2daObad

4 SELECT /*+ NO_STATEMENT_QUEUING RESULT_C...

d Fixed Auto purge Origin

Manual load (AWR)

Manual load (AWR)

Manual load (AWR)

Copyright ® 2024, Oracle and/or its affiliates. All rights reserved.




Rapidly identify and tune SQL performance issues

Integrated tools to optimize
performance tuning

* SQL tuning sets (STS)

US East (Ashburn) v [3 @ @ g

= ORACLE Cloud Cloud Classic » Search resources, services, documentation, and Marketplace

Optimizer statistics

Summary Advisor

Resources

Summary

* SQL Tuning Advisor (STA)
* SQL plan management (SPM)
» Optimizer Statistics monitoring

Full tuning workflow from running SQL
Tuning Advisor to managing SQL
plans

Large scale tuning operations by
collecting STS for input into STA

Scheduled runs to automate STS and
STA capabilities

Copyright © 2025, Oracle and/or its affiliates

Alert logs

Vv Performance
SQL Tuning Advisor
SQL tuning sets
Optimizer statistics
SQL plan management

v Management
Tablespaces
Users
Database parameters
Jobs

Vv Administration
Credentials
Alarm definitions

Associated database groups

Terms of Use and Privacy ~ Cookie Preferences

Task summary

Advisor task list

Type | All

Execution name
EXEC_45653
EXEC 45627
EXEC_45585
EXEC 45575
EXEC_45549
EXEC_45523

EXEC_45497

Advisor tasks

3

Cance...
| Compl...
W Execu...
M Fatale...
Interru... 0

2

1

No. of tasks

Task name

AUTO_STATS_ADVISOR_TASK
AUTO_STATS_ADVISOR_TASK
AUTO_STATS_ADVISOR_TASK
AUTO_STATS_ADVISOR_TASK
AUTO_STATS_ADVISOR_TASK
AUTO_STATS_ADVISOR_TASK

AUTO_STATS_ADVISOR_TASK

2 | Filters | Search by status

22

Feb 2024

Status

Completed
Completed
Completed
Completed
Completed
Completed

Completed

Findings
2
2

2

25

Type | All

27 28

O, Search by execution name or task name

Duration

1184 seconds

1397 seconds

1244 seconds

1211 seconds

1105 seconds

1138 seconds

1056 seconds

Start time

Wed, Feb 28, 2024, 6:28:28 AM UTC
Tue, Feb 27, 2024, 6:32:27 AM UTC
Sun, Feb 25, 2024, 2:24:26 PM UTC
Sun, Feb 25, 2024, 6:39:41 AM UTC
Sat, Feb 24, 2024, 6:30:56 AM UTC
Fri, Feb 23, 2024, 6:30:21 AM UTC

Thu, Feb 22, 2024, 6:23:10 AM UTC

Interrupted
M Fatal error
B Executing
M Completed

Cancelled

Message

Showing 7 items K < >

Copyright © 2024. Oracle and/or.its affiliates. Al rights reserved.
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Database administration

Basic administration
» Database configuration parameters

» Group and manage databases by
purpose

» Database user configuration
» Monitor Database Alert log and
Attention Log
Storage management
» Tablespaces, data files

Alarm configuration
» OCl Monitoring integration
» View and create alarms
* Qut-of-the-box alarms

Job automation

» Jobs templates for SQL scripts on a
single or group of databases

» Developers can create templates to
perform work across compartments
within a group

Copyright © 2025, Oracle and/or its affiliates

= ORACLE Cloud Cloud Classic > Search resources, services, documentation, and Marketplace

Resources

Summary

Alert logs

Vv Performance
SQL Tuning Advisor
SQL tuning sets
Optimizer statistics
SQL plan management

Vv Management
Tablespaces
Users
Database parameters
Jobs

Vv Administration
Credentials
Alarm definitions

Associated database groups

User name

ANONYMOUS
APPQOSSYS
AUDSYS
C##COMMON_ADMIN
CTXSYS
CuUsSTO1
CUST02
CUST03
CUSTO04
CUST05
DBSFWUSER
DBSNMP

DIP

Account status User expiration

@ Expired and locked > 180 days ago @
® Locked

@ Locked

® Open

@ Expired and locked > 180 days ago (%)
® Open

® Open

® Open

® Open

® Open

® Locked

® Open

® Locked

® Locked

@ Locked

Locked date

Wed, 17 Apr, 2019 02:04:18 UTC
Mon, 12 Jul, 2021 18:33:31 UTC

Mon, 12 Jul, 2021 18:33:31 UTC

Mon, 12 Jul, 2021 18:33:31 UTC

Mon, 12 Jul, 2021 18:33:31 UTC

Wed, 17 Apr, 2019 01:21:39 UTC
Mon, 12 Jul, 2021 18:33:31 UTC

Mon, 12 Jul, 2021 18:33:31 UTC

Profile

DEFAULT

DEFAULT

DEFAULT

DEFAULT

DEFAULT

DEFAULT

DEFAULT

DEFAULT

DEFAULT

DEFAULT

DEFAULT

DEFAULT

DEFAULT

DEFAULT

DEFAULT

US East (Ashburn) v Q @ @

Q Search by user name or account status

Default Temp
tablespace tablespace

SYSAUX TEMP
SYSAUX TEMP
SYSTEM TEMP
SYSTEM TEMP
SYSAUX TEMP
MFGUSER TEMP
SYSTEM TEMP
SYSTEM TEMP
SYSTEM TEMP
SYSTEM TEMP
SYSAUX TEMP
SYSAUX TEMP @

SYSTEM TEMP
SYSAUX TEMP

SYSAUX TEMP

Copyright ® 2024, Oracle and/or its affiliates. All rights reserved.




Database administration

Basic administration
» Database configuration parameters

+ Group and manage databases by Add datafile
purpose

» Database user configuration
* Monitor Database Alert log and
Attention Log

Storage management

= ORACLE Cloud Cloud Classic > ‘ Search resources, services, documentation, and Marketplace US East (Ashburn) v Q \E\) @

General

Storage type: File system

Datafile path and name

/u01/app/oracle/oradata/ORCL/mfg/user_2.dbf

File size (GB)

» Tablespaces, data files ”

Alarm configuration .
« OCI Monitoring integration S
» View and create alarms Unimited

e Qut-of-the-box alarms
Job automation

+ Jobs templates for SQL scripts on a Gance
single or group of databases - T —

» Developers can create templates to
perform work across compartments
within a group

Credentials

Copyright © 2025, Oracle and/or its affiliates




Database administration

Basic administration
» Database configuration parameters

» Group and manage databases by
purpose

» Database user configuration
» Monitor Database Alert log and
Attention Log
Storage management
» Tablespaces, data files

Alarm configuration
» OCl Monitoring integration
» View and create alarms
* Qut-of-the-box alarms

Job automation

» Jobs templates for SQL scripts on a
single or group of databases

» Developers can create templates to
perform work across compartments
within a group

Copyright © 2025, Oracle and/or its affiliates

= ORACLE Cloud

Database Management » Database groups » Database group details

Resources

Managed databases

Jobs

Scope

Select compartment
dbmgmt

emdemo (root)/OandM-Demo/dbmgmt

dbmgmt_pdbs_group

Search resources, services, documentation, and Marketplace

Fleet summary Edit description Move resource Add tags

Database group details Tags

Description: Database group containing all PDBs in my fleet
OCID: ..zam5qq Show Copy
Created: Wed, Aug 10, 2022, 6:32:12 PM UTC

Jobs

Runs Definitions

Execution status Succeeded n In progress n Failed

Name

4 HOL_account_status_2024-03-01T19:00:17.139Z

US East (Ashburn) v/ 2 e 6

Compartment: emdemo (root)/OandM-Demo/dbmgmt Open alarms: 12 @

Compartment ID: ..u3x54q Show Copy

€ Critical: 6

Last updated: Mon, Nov 6, 2023, 3:14:24 PM UTC A Warning: 6

Database Name

MFG

FINANCE

ORDER

Status

@® Completed
® Succeeded
@ Succeeded

@ Succeeded

Last 60 min
Today 06:47 PM - 07:47 PM UTC

Time period
O, Search by execution name, database or status

Duration Submitted

Fri, 01 Mar, 2024 19:00:17 UTC

32.64 seconds Fri, 01 Mar, 2024 19:00:17 UT

32.63 seconds Fri, 01 Mar, 2024 19:00:17 UTC

32.71 seconds Fri, 01 Mar, 2024 19:00:17 UTC

Copyright © 2024, Oracle and/or its affiliates. All rights reserved.




Exadata infrastructure
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moni
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Exadata fleet infrastructure monitoring

Exadata fleet overview displaying
entire inventory in a single view

s, services, documentation, and Marketplace

= ORACLE Cloud | Ccloud Classic > Search resource:

Database Management Exadata fleet summary in Demo Compartment

Overview

Inventory Exadata resource usage @

O

Database
systems

Find outliers in resource utilization and
view short-term trend analysis

) CPU Administration

« Storage Allocated
« Memory
« |OPS

CPU
78.91 avg. active CPU of 264.00 CPU
allocated

413.43%
Rack size
W Quarter/Eighth

O —
4316.18%

Memory

Database Groups 440.48 GB used of 565.00 GB allocated

State Rack size CPU utilization (%)

Compartment

Demo @ Active  Quarter/Eighth  [J4.90

quarter/Eightn | NG o5 52

12d1481clu037c1 4

slcm21010201 1 @ Active

Filters

Life cycle state

Al

Consolidated fleet Exadata alarms to
triage and correlate performance
activity

Drill down into Exadata infrastructure
details

Copyright © 2025, Oracle and/or its affiliates

Storage allocation (TB)
I 345 %
W 217

Time period
Last 60 min
Today 06:05 PM - 0705

Storage allocated (G
340.30 T8 allocated of 374.12 T8 available 4 1,107.94%

I0PS
164.32 of 1,514.83K 10/sec

Memory usage (GB)

I 37 0

189.00

US East (Ashburn) \/ A ON:: N ¢}

Comparison
Same 60 min yesterday
Mar 30 06,05 Ph 07,08 PA UTC
Alarms @

o Information: 1

1/0 usage (10/sec)
7141 7141

1,514.83K

(1-20f2items) K < >




Exadata infrastructure monitoring

Storage server health
e Track throu gh put usage and utilization = ORACLE Cloud | cowclassic | [Sesrch resource sences documenation. and Morketpace US East (Ashbum) v LK) A
» Review flash latency, IORM, and disk OO

OCID: ...9e53d Show  Copy. Alarms ® Storage Server alerts @

I a te n Cy Wa it ti m e S Exadata infrastructure: slcm21010201 No open alarms. No data to display.

ACTIVE Compartment: Demo

» Relate metrics with the performance S
charts to compare the 1/0 distribution Resourcss Summary

across databases o Availability timeline @

s il e scmzicezones [l I EH A AN N EEEEEEEEEEEEEEEEEEEEEDN
O TOp aCt]V]ty by SQL statement within Top consumers s IEAAETEEEEEEEEEEEEEEEEEEEEEEEEEE
the Storage Ce"S zw:’gesewers semzicecamez [l HEEEEEEEEEEEEEEEEEEEEEEEED

17:21 17:31 17:41 17:51 18:01 18:11 18:21
Apr4,2023 UTC

Configuration

Performance Exadata Storage Server resource usage

iy 1 . Fiesn ok N ° 2 cpu: O 06.38% (59.39 avg. active CPU of 72 CPU allocated)
Op esou rce u ] ]Za ]On /0 queue: Hard disk | 0.01
S S 100°% (28.17 TB allocated of 28.17 T8 available)
allocated:

 Holistic view of /0O distribution ooz

1/0 latency: Memory: [ ] 56% (105.84 GB used of 189 GB allocated)
Hard disk 537.80 s

» Top I/O consumers
» Flash cache usage 10 actuty Capacy

Fiesh o | ¢ 2 ASM disk group allocation:
1O utilization: Hard disk ] 0.45%
L o471 | T2

Drill down to the Storage server details (117 P ——

to monitor the availability, flash and e e

disk latency, and IORM waits of
individual cell disks

Copyright © 2025, Oracle and/or its affiliates




Exadata performance

diagnostics
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Performance Hub - Exadata tab

Exadata tab in Performance Hub
* One Click Away

—Back Performance Hub: Exadata Details - RATI

Quick Select Time Range Time Zone

Last Hour v Aug 3, 2023 12:32:17 AM - 1:32:17 AM % uTC

Performance Health ADDM Top Consumers Cells Disks Smart I/0 1/0 Reasons Configuration

Key use cases:
» Uneven workload on cells or disks
» Spot |/O bottlenecks
* Instrument small I/O vs large | /O requests

» Understand |/O correlation to database
single block reads

* Noisy neighbor
* Instrument |/O resource load per

database, resource consumer group, or
resource category

» Configuration differences

 Differences in flash cache or flash log
sizes

« Number of cell disks or grid disks in use

Summary

Open Alerts: 3 @0 Ciitcal ®3 waning @ 0 Information Offline Disks: 0

CPU Utilization: CPU % 859 %

Flash Disk I e 4.1K10PS

1/0 Requests Per Disk: B 17010PS

1/0 Throughput Per Disk: Hlazt Diskd {_ W 140.4 MBPS

149 MBPS

Disk Utilization: Flash Disk e 87.5%

Flash Disk I/O - System Total

1/0 Requests Max Capacity Throughput Max Capacity

200K IOPS 7.5 GBPS

6.5 GBPS
160K IOPS
5.6 GBPS

4.7 GBPS

120K IOPS B Large Writes Requests

I M Large Reads Requests 3.7 GBPS
0BPS

B Large Writes Through...
M Large Reads Through...

Small Writes Through...
B Small Reads Through...

80K IOPS ‘Small Writes Requests

B Small Reads Requests

2.8 GBPS
1.9 GBPS
40K I0PS
953.7 MBPS

010PS

Copyright © 2025, Oracle and/or its affiliates

i Hide Activity Summary

Latency
0s 1/0:

Cell I/O:
Small Read:
Small Write:
Large Read:

Large Write:

Refresh

Flash Disk 499 ps

Flash Disk 924.8 s

Flash Disk [N 740.3 ps

Flash Disk 7148 ps

689.6 is

Flash Disk MM 1.1 ms
I 63 S

Flash Disk

— 1 s
— 7652 s

Hard Disk 1/O - System Total

1/0 Requests

7K 10PS
6K I0PS
5K I0PS
4KI0PS
3KI0PS
2K I0PS
1K IOPS

010PS

Max Capacity Throughput Max Capacity

5.6 GBPS
4.7 GBPS
3.7 GBPS

B Large Writes Requests
B Large Reads Requests

B Large Writes Through...
2.8 GBPS B Large Reads Through...
Small Writes Requests

B Small Reads Reques

Small Writes Through...
M Small Reads Through...

1.9 GBPS

953.7 MBPS

0BPS




Performance Hub - Exadata tab

Exadata tab in Performance Hub

—Back Performance Hub: Exadata Details - RATI

O One C]iCk Away Performance Health ADDM Top Consumers Cells Disks Smart /0 1/0 Reasons Configuration
Top Databases
Key use cases: - -
80K IOPS 4 GBPS i M Requests
+ Uneven workload on cells or disks rocors . e & o
« Spot |/O bottlenecks Moo i

* Instrument small I/O vs large | /O requests

« Understand |/O correlation to database IORM Queue Time
single block reads

* Noisy neighbor
* Instrument |/O resource load per

database, resource consumer group, or
resource category

» Configuration differences

IORM Queue Time

Top Databases Per Cell

] 1 slem21celadm01 70.7K IOPS 416ePs e
 Differences in flash cache or flash log e —
Si Ze S slem21celadm03 67.2K IOPS 3.9 GBPS

« Number of cell disks or grid disks in use

Copyright © 2025, Oracle and/or its affiliates - -




Performance Hub - Exadata tab

Exadata tab in Performance Hub
) —Back Performance Hub: Exadata Details - RATI
O O n e C] ] C k Away Performance Health ADDM Top Consumers Cells Disks Smart /0 1/0 Reasons Configuration

Show | Top v Column Group | Default v Filter by Name
Name # Cells 0S 1/0 Requests 0OS 1/0 Throughput Server I/0 Requests Server I/0 Throughput % Disk Utilization 1/0 Latency Application Cell Latency
Key u Se Ca Se S - 4Flash Disk 3 D 199.1K I0PS 6.5GB I 9ok ioPs IR 6.6 GB I 658 % 499 ps I 9248us
-
slem21celadm01 I 685K (OPS 23GB Wl 68.6KI0PS I 23GB I s % |1 4958 s 945.7 s
- slem21celadm02 B 653K 10PS 2.1GB Wl 653K I0PS Imm 21c8 B 644 % 11 4865 s 912.7 s
* Uneven workload on cells or disks
slem21celadm03 I 65.1K 10PS 2.1GB MW 65.1KI0PS |mm 21G8 B 649 % |0 514.8us 916.2 s
4Hard Disk 61K 10PS 5268 61K I0PS e75% [ 53ms I s6ms
. Spot |/O bottlenecks ara D I == I o s
slem21celadm03 | 2.1KIoPS 1.7GB | 2KI0PS B 7B . 674 % | 5.2ms
° |nStrurT|ent S[T]a” |/O VS ]arge |/O requests slcm21celadm01 | 2K10Ps 1768 | 2KIoPS [ RELe:] I 573 % 52ms

slem21celadm02 | 2KioPs 1.7GB | 2KIoPS Bl 17cB I 579 % | 5.3ms

» Understand |/O correlation to database
single block reads

* Noisy neighbor
* Instrument |/O resource load per

database, resource consumer group, or
resource category

» Configuration differences

 Differences in flash cache or flash log
sizes

« Number of cell disks or grid disks in use

Copyright © 2025, Oracle and/or its affiliates - e




Performance Hub - Exadata tab

Exadata tab in Performance Hub
* One Click Away

—Back Performance Hub: Exadata Details - RATI

Performance Health ADDM Top Consumers Cells Disks Smart I/0 1/0 Reasons Configuration

Filter by Name

Show | Top Column Group | Default v

Key use cases:
» Uneven workload on cells or disks
» Spot |/O bottlenecks
* Instrument small I/O vs large | /O requests

» Understand |/O correlation to database
single block reads
* Noisy neighbor
* Instrument |/O resource load per
database, resource consumer group, or
resource category

» Configuration differences

 Differences in flash cache or flash log
sizes

« Number of cell disks or grid disks in use

Copyright © 2025, Oracle and/or its affiliates

Name

4 Flash Disk

FD_14_slcm21celadmO1
FD_15_slcm21celadmO1
FD_13_slcm21celadmO1
FD_12_slcm21celadmO1
FD_10_slcm21celadm01
FD_09_slcm21celadm01
FD_08_slcm21celadm01
FD_07_slcm21celadm03
FD_11_slcm21celadm01
FD_05_slcm21celadm03
FD_06_slcm21celadm03
FD_04_slcm21celadm03
FD_00_slcm21celadm01
FD_02_slcm21celadm01
FD_01_slcm21celadm01
FD_12_slcm21celadm03
4 Hard Disk
CD_03_slcm21celadm01
CD_05_slcm21celadm03
CD_06_slcm21celadm02
CD_02_slcm21celadm03

CD_09_slcm21celadm02

0OS 1/0 Requests

N 41K I0PS
I 45K 10PS
I 45K 10PS
I 45K 10PS
I 45K 10PS
I ¢-4K10PS
I 44K I0PS
I 4K IOPS
N 43K 0PS
I 43K 10PS
I 43K 10PS
I 43KI0PS
I 42K 10PS
I 42K 10PS
I 42K 10PS
I 2K 10PS
I 39K I0PS

170.7 IOPS

177.3 10PS

174.4 10PS

|

1

] 176.110Ps
1

] 173510Ps
1

173.3 I0PS

OS I/0 Throughput

— RV

158.4 MB
157.7 MB
158.2 MB
156.9 MB
158.1 MB
156.4 MB
156.9 MB
151.4 MB
151 MB
150 MB
147.6 MB
1461 MB
142.5 MB
143.2 MB
143.1 MB
126.5 MB
| — ATV}
160.6 MB
136.7 MB
1459 MB
147.5MB

149.9 MB

Server I/0 Requests

[N 41K 10PS
N 45K 10Ps
I 45K I0PS
N 45K I0PS
N 45K I0PS
I 44K 10PS
N 44K 1O0PS
N 44K I1O0PS
I 43K IOPS
I 43K IOPS
I 43KI0PS
I 43K I0PS
I 42K 10PS
I 42K I10PS
I 42K 10PS
I 42K 10PS
I 39K I0PS

170 10PS

176.5 I0PS

173.5I10PS

|

|

| 174910ps
1

| 172.710Ps
1

172.5I10PS

Server I/0 Throughput
I 140.4 MB
NI 1597 MB
150 B
T REEE
I 1582 MB
T REEE
I 1577 MB
I 1582 MB
N 1526MB
N 1523 MB
N 1512M8
I 1488 MB
N 14728
N 1438MB
NI 1445MB
N 1443MB
NI 127.8MB
e
I 617 MB
I 137.8MB

0B

0B

% Disk Utilization
[ GERS
2%
707 %
706 %
05 %
0%
%
0%
e %
I s
I 56 %
e %
I 6 %
I 5o %
I 55 %
I 5 %
. 620 %
s
I ¢ %
I 06 %
I s %
I e %
I e %

1/0 Latency
[ 499 s
i 5139ps

|1 509 ps

Application Cell Latency
[ 9248ps
I 983.9us
I 9556
| 950.4 ps
| 950.9 ps
| 953.8 s
| 948 ps

959.8 ps
] b

W od02ps

W 9381 ps

e 5o




Performance Hub - Exadata tab

Exadata tab in Performance Hub

—Back Performance Hub: Exadata Details - RATI

+ One Click Away
Smart I/0 e
Key use cases:
« Uneven workload on cells or disks B e
» Spot |/O bottlenecks ——
* Instrument small I/O vs large | /O requests e
» Understand |/O correlation to database
Single block reads Flash Cache
 Noisy neighbor ocn s, I
* Instrument |/O resource load per
database, resource consumer group, or -
resource category
» Configuration differences Cel Details
 Differences in flash cache or flash log yt e e
sizes o

| 13818 | 17378 ] 365 17GB 128.6 GB

« Number of cell disks or grid disks in use

Copyright © 2025, Oracle and/or its affiliates -




Performance Hub - Exadata tab

Exadata tab in Performance Hub

—Back Performance Hub: Exadata Details - RATI

O O n e C] ] C k AWay Performance Health ADDM Top Consumers Cells Disks Smart I/0 I/0 Reasons Configuration
Configuration Storage
Storage Server Model Storage Server Version Objective Cells Flash Cache Flash Log # Hard Disks # Flash Disks # Grid Disks
Ke use cases. Tt NN 8778 15G8 36 8 102
= Cells Model

3 Oracle Corporation SUN FIRE X4270 M3 High Performance

* Uneven workload on cells or disks
» Spot |/O bottlenecks

ASM Diskgroups Disks
¢ | n St r u m e nt S m a ] ] |/O VS ] a rge |/O re q u e StS Name Size v Used # Grid Disks Redundancy State Cell Disks Grid Disks
° U n d e rS‘ta n d |/O CO r re] at] O n ‘tO d a‘ta ba Se DATACT o [ ] i & Hie CONNECTED Cells Disk Type # Disks/Cell Disk Size Total Size

RECOC1 3.7TB 19.8GB 36 HIGH CONNECTED

S] n g] e b] O C k rea d S DBFSC1 873.8 GB 21GB 30 HIGH MOUNTED . OIHTEE 186368
° N Oi Sy n ei g h bo r 3 Hard Disk (H/558G) 2 528.7 GB

* Instrument |/O resource load per
database, resource consumer group, or
resource category

» Configuration differences

 Differences in flash cache or flash log
sizes

« Number of cell disks or grid disks in use

3 Hard Disk (H/558G) 10 557.9 GB

Copyright © 2025, Oracle and/or its affiliates - —
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Features and more...
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Database Management features

Manage many-as-one

Database fleet management
Database Summary
Database groups

Scheduled jobs

Out-of-the-box performance
dashboards

Cloud Native multi-cloud
Monitoring

Exadata infrastructure
Exadata AWR analysis
Monitoring RAC
Supports CDB & PDB

Monitor entire Database system
(Cluster, ASM, Listener etc.)

Copyright © 2025, Oracle and/or its affiliates

Performance Diagnostics &
Tuning

« Performance Hub

« Top Activity Lite

» ASH analytics

» Blocking sessions

- ADDM

AWR Explorer

« AWR reports

* SQL Tuning Advisor

« SQL plan management

« SQL tuning set management
« SQL details

« SQL Monitoring reports

« Optimizer Statistics & Advisor

Database Administration
« 0OOB alarm configuration
» Guided policy setup

« Database parameters

» Tablespace management
» User management

» Alertlog monitoring

« Preferred credentials

* Named credentials
 TCPS support

» Search session

» Search SQL




Database Management supported deployments

Feature / Deployment Type

Database Fleet

Database Summary

PDB Support

Performance Hub

Exadata storage infrastructure monitoring
Exadata fleet monitoring
Database system monitoring
RAC monitoring

AWR Explorer

Tablespace monitoring
Scheduled Jobs

SQL Tuning Advisor, STS, SPM

Metric Extensions

Optimizer Statistics Advisor

Autonomous
DB

Yes
Yes
Yes
Yes
N/A
N/A
N/A
Yes
Yes
Yes
Yes

Yes
N/A

Yes

BaseDB/ExaDB-D*

Yes
Yes
Yes
Yes
Yes (PerfHub tab)*
Roadmap*
Roadmap*
Yes
Yes
Yes
Yes

Yes
Yes

Yes

ExaDB-C@C

Yes
Yes
Yes
Yes
Yes (PerfHub tab)
Roadmap
Roadmap
Yes
Yes
Yes
Yes

Yes
Yes

Yes

Muiticloud (DB@A, GCP)

Yes
Yes
Yes
Yes
Yes (PerfHub tab)
Roadmap
Roadmap
Yes
Yes
Yes
Yes

Yes
Yes

Yes

Exadata (on-prem)

Yes

Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes

Yes
Yes

Yes
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Ops Insights

Make informed, data-driven compute resource & performance management decisions using long term data

Personas
* Business executives
» Database admins
» DevOps personnel

Holistic insights into database, host
resource utilization and capacity to reduce

costs

Overview
GenAl & Compute Insights
Capacity Planning
Databases
CPU
Storage
Memory
/0
Database Explorer
Hosts
Exadata Insights
Database Insights
Dashboards

Administration

Scope

Databases ®

View by oo e
© Type 8% ‘\
Version ‘
21.1%
’19 3%

Telemetry

@© 1database s e ing collectiol

CPU insights
Utilization ©
High > 75% Low < 25%

5 DBs 1 6 DBs

30 day utilization forecast
High > 75% Low < 25%

1 3DBs 1 7DBs

W VM PDB
B HeatWave MySQL

1 27K Avg. active CPU of 2.63K CPU

57 DBs

Top CPU consumers

Statistic | Usage (avg. active CPU)

DEP-NT

INVET

Storage

52.84 o 945 18
O

57 DBs

CPU usage trend

= Usage -+ Allocation

—\/\/\-/\/

6 9 12 15 18 21 24 27 30 3 6
Nov 2024 Dec

Date (UTC)

Compartment

Ant] C] pate an d co nt rO] Ca p EX S pe n d u S] n g Operationsinsights 2 Storage insights Top storage consumers Storage usage trend
a g g re g at e d d eman d f oreca StS emdemo (root)/OandM-Demo/Operationsinsights Utilization @ Statistic | Usage (TB) W Usage - Allocation

Include child compartments High > 75% Low <25%
PAYP

|
1 5 DBs 8 DBs
Filters
|

= - 30 day utilization forecast & SALES-CP 222
Improve application throughput by N o e — ”"l"""
tracking and trending SQL execution S ~ 180s, 1108 s 0 I % AL LELENE

performance across the enterprise S

Copyright © 2025, Oracle and/or its affiliates




Ops Insights

Make informed, data-driven compute resource & performance management decisions using long term data

Capacity Planning

» Analyze and forecast database and host
resource usage based on long-term
historical data

» Improve costs by identifying over and
underutilized database and servers

Exadata Insights

» Enterprise-wide analysis of resource
utilization, trending, capacity planning and
performance insights for Exadata

ADDM Spotlight
 Strategic database performance insights
SQL Insights

* Long-term SQL store for performance and
trend analysis, with interactive data
exploration of SQL statistics

* Interconnected dashboards with context-
sensitive drill-downs from fleet-level to
database to individual SQL level

Copyright © 2025, Oracle and/or its affiliates

Overview
GenAl & Compute Insights
Capacity Planning
Databases
CPU
Storage
Memory
/0
Database Explorer
Hosts
Exadata Insights
Database Insights
Dashboards

Administration

Scope

Compartment

Operationslnsights S

emdemo (root)/OandM-Demo/Operationsinsights

Include child compartments

Filters

Database type
All <

calant | Alaar

Databases ®

View by 10.5%

Telemetry

3.5% 21.1%
© Type 1.8% ‘\
Version ‘
21.1%
’19 3%

@© 1database s e ing collectiol

CPU insights
Utilization ©
High > 75% Low < 25%

5 DBs 1 6 DBs

30 day utilization forecast
High > 75% Low < 25%

1 3DBs 1 7DBs

Storage insights
Utilization O
High > 75% Low < 25%

1 5 DBs 8 DBs

30 day utilization forecast
High > 75% Low < 25%

18DB5 1 1 DBs

W ADW-S

B ADW-D

B ATP-D

W ATP-S

W VM PDB

B HeatWave MySQL

57 DBs

Top CPU consumers

Statistic | Usage (avg. active CPU)

DEP-NT

INVET

Top storage consumers

Statistic | Usage (TB)

PAYP

|
sates-p | :
saLes-ce [N

crv-sT | > o

Sales_CS _1.96

1 27K Avg. active CPU of 2.63K CPU

Storage

52.84 o 945 18

57 DBs

CPU usage trend

= Usage -+ Allocation

—\/\/\-/\/

6 9 12 15 18 21 24 27 30 3 6
Nov 2024 Dec

Date (UTC)

Storage usage trend
W Usage - Allocation
100
80

60

g

691215182124273036
Nov 2024




Exadata Insights
Consolidate Oracle Databases on Exadata

« Use Operations Insights - Exadata Insights feature to
identify Exadata servers that satisfy resource
requirements

 Find low resource utilization servers
« Use forecasting and capacity planner functionality to

ensure that Exadata satisfies future needs of
databases being consolidated

Exadata system type: : Exadata Database Machine Tolemetry: Enterpise anager ocID: .mzezq Show. Gopy

« Plan ahead using performance history and
seasonality

« Ensure service levels can be met over time

Copyright © 2025, Oracle and/or its affiliates




ADDM Spotlight

Aggregate expert tactical advice into strategic optimization insights

ADDM findings are deep performance
diagnostics

» Generated over 1-hour AWR snapshots

» Tactical in nature, diagnose incidents

ADDM Spotlight

« Categorizes and aggregates findings over longer
periods and many ADDM runs

* Identify chronic issues over entire workload

Aggregates by finding and recommendation
* Frequency of occurrence
« Overall Impact and benefit
« Maximum impact and benefit

Copyright © 2025, Oracle and/or its affiliates

ADDM Spotlight for paasdevdbx (root) Compartment in Last 90 days

Review ADDM task results for databases over time. Supported databases include Oracle base databases (VM, BM), Exadata databases on dedicated infrastructure and databases managed
by Management Agent which are enabled in Operations Insights.

Search by Database Name

Findings
Database Name Type @ @

Number Of Findings Max Overall Impact (%) @ Most Frequent Category
pdbsiaug Virtual Machine PDB 591 [ ] 70%  Application

pdbsiaug2 Virtual Machine PDB 9182 ] 57% Application

swingbench_db External PDB 2347 _ 57%  Application
ADDM Spotlight for pdbsiaug? in Last 30 days Time Range

Last 30 days
Mar 14, 2023 - Apr 13, 2023

Findings Recommendations Database Parameters

Category  Search by category

4 Summary
\ W Other

& o i I| TN \II\IHHII NI T 17 | I ] ] ————

n I 0 \I\II\I\I\III\IIII\I\I\I\II\I\I\IIII\IIII Il I\I\I\I\II\I\III\IIII\I\I\I\II\I\I\IIIIIIIIII\I\II\I\I\I\I\II\I\III\IIII\I\I\I\II\I\I\IIII\IIIII\I\II\I\I\I\I\II\I\III\IIII\I\I\I\II\I\I\IIII\IIIII\I\II\I\I\I\I\II\I\III\IIII\I\I\I\II\I\I\IIIIIIIIII\I\II\I\I\I\I\II\ \III\IIII\I\I\I\II\ T - Applcation

T EE e R Y IS SV

0
Mar 16,2023 Mar 18, 2023 Mar 20, 2023 Mar 22, 2023 Mar 24,2023 Mar 26, 2023 Mar 28, 2023 Mar 30,2023 Apr1,2023 Apr3,2023 Apr5,2023 Apr7,2023 Apr9,2023 Apr11,2023 Apr 13,2023

Category Finding Name Description Frequency Avg Active Sessions Max Impact Overall Impact ~ | Recommendations
Top SQL Top SQL Statements 719 of 720 0.06 78.95% (I s./5%
Application | PL/SQL Execution 719 of 720 0.06 77.27% (R 5551




SQL Insights

Deta i I ed i n Si g hts a n d h i Sto ri Ca] = ORACLE Cloud l Cloud Classic > | Search resources, services, documentation, and Marketplace US West (Phoenix) v ﬂ (@ @ 0

pe rfo r' m a n Ce d a‘ta fo r S Q L eXe C uti O n S Operations Insights ~ | Dashboards» SQL Insights - database
SQL Insights - database ® @ @ Stsiom I ¢ | Actions v

aggregated on multiple fleet levels

Database overview RAC_CDBPDB SQL activity by command SQL and PL/SQL SQL activity by module

« SQL: Key performance metrics for a . :
SQL running on a single database o Sy o m osus scveouen
- Database: Performance summary for -
all SQL statements running on a SaL activy

d ata ba Se Average daily SQL count:  167,509.00 % 2; 0.12 . -
- 23 ZZE - - I - W SELECT
* Fleet: Global tree-map view of SQL T G 8 v g g e
performance running on multiple e e s s -
d ata ba Se e nV] rO n m e ntS Degrading SQL Degraded plan changes : 500K 210K

180K

3 3 400K
150K
- - - y 300K
Context sensitive drill-downs in - oo | |
. 1 . 2 20 Parse count 60K SQL count
performance
Parsing storm New SQL 0 0

16 17 18 19 16 17

15 15
Not detected @ 1000 Jul 2023 Jul 2023

Dashboard framework SQL
- Top SQL
p e r fo r m a n C e d et a ] I S SQLID Command Avg latency (secs) Avg latency change (%) DB time (secs) CPU time (secs) Executions 10 read (MB) 10 write (MB) Rows per execution

80umwftOryyuw | PL/SQL EXECUTE 427.690875 -1.450000 515,795.196 451,837.002 1206 124.430 0.000
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SQL Explorer

EX pl O rato ry q u e ry_ d ri Ve n i nte rfa Ce RACLE Cloud Cloud Classic > Search resources, services, documentation, and Marketplace UK South (London) v [3 (’2‘)
* Interactive, easy to use query builder for : (s e

ly:
- d - - Feb 05, 2023 - Feb 12, 2023 UTC
ct DISPLAY_NAME, ROLLUP_TIME_UTC, SUM(BUFFER_GETS) as TOTL_BUFGETS, SUM(PARSE_CALLS) as TOTL_PARSES, SUM(PHYSICAL_READ_REQUESTS) as TOTL_PHYSRDS, SUM(ROWS_PROCESSED) as TOTL_ROWSPROC

» Uses SQLSTATS DAILY data object i e e e
« Ships with collection of searches =
+ Visualization of result sets (pie, line, bar, :

Area Chart

table) - s

TOTL_ROWSPROC

SQL statistics data object s

ROLLUP_TIME_UTC

Color By

« Daily roll-up of SQL performance stats T
by SQL_ID L

* Built-in time and entity dimensions :

Bottom

Correlated tooltips
8 9

Dashboard integration

5
LL_OFFLOAD_ELIGIBLE_BYTES fsbauza
LL_OFFLOAD_RETURNED_BY.. M ELOYALTY M EREWARDS
|1 UNCOMPRESSED_BYTES

* Create widgets from saved queries owecr Hide v cata
IS TOTL_PHYSRDS ROLLUP_TIME_UTC TOTL_PARSES TOTL_ROWSPROC DISPLAY_NAME TOTL_BUFGETS Use solid color
° Ad d W] d g t t nt r p ri b rv b] ] ]ty . CALLS 2023-02-08T00:00:00.000Z 474536 2531458 ELOYALTY 15512001841
ets to ente S€ observa _READ | 2023-02-06T00:00:00.000Z 302852 2554715 ELOYALTY 17687738552
d a S h boa rd S 'i’:gm:f;gﬁfgﬁs 2023-02-05T00:00:00.000Z 551312 2637152 ELOYALTY 16108133552

Stacked

se and Privacy  Cookie Preferences Copyright ® 2023, Oracle andfor its affiliates. All right
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Support Matrix for Heterogeneous Oracle DB Deployments

Enterprise Manager managed

Autonomous DB

Categories Features . o ExaDB-D ExaDB-C@C, ExaDB-D, Exadata (On-
Shared/Dedicated prem) (EM13.5 RU10+)
Capacity Planning Database Yes Yes Yes
Host N/A Yes Yes
SQL Insights Yes* Yes Yes
SQL Insights
SQL Explorer Yes* Yes Yes
(With Full feature only) (Database running on it) (EM13.5 RU13+)
Exadata Insights N/A Yes Yes
Exadata Insights
Exadata
Explorer N/A Yes Yes
o ADDM Spotlight Yes* Yes Roadmap
er
News Reports Yes Yes Yes
AWR Hub Yes Roadmap Yes
(No database patches needed) (Needs database patches)
Warehouses AR EIeRE Yes Roadmap Yes
AWR Hub
=il Yes Roadmap Yes
Exadata
Warehouse N/ A N/ A Yes

Note*: Capacity Planning for ADB on ExaDB-C@C is not supported
Note*: Requires Full Features availability
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UQ

UQ

UQ

Oracle Cloud Free Tier

Always Free

Services you can use for
unlimited time

_I_

30-Day Free Trial

Free credits you can use for more
services


https://www.oracle.com/manageability/
https://www.youtube.com/playlist?list=PLiuPvpy8QsiX4V3uJ0W77LgP-Syt3598N
https://blogs.oracle.com/observability/category/oem-database-management
https://docs.oracle.com/en-us/iaas/database-management/index.html
https://apexapps.oracle.com/pls/apex/f?p=133:180:3440174769764::::wid:886
https://apexapps.oracle.com/pls/apex/f?p=133:180:3440174769764::::wid:886
https://apexapps.oracle.com/pls/apex/f?p=133:180:3440174769764::::wid:886
https://www.youtube.com/playlist?list=PLiuPvpy8QsiWzeV4qTyNm5oKbhKk7U5iB
https://blogs.oracle.com/observability/category/oem-operations-insights
https://docs.oracle.com/en-us/iaas/operations-insights/index.html
https://apexapps.oracle.com/pls/apex/dbpm/r/livelabs/view-workshop?wid=3307
https://apexapps.oracle.com/pls/apex/dbpm/r/livelabs/view-workshop?wid=3307
mailto:derik.harlow@oracle.com
https://www.oracle.com/cloud/free/

ORACLE




Q&A Open
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Important links to
bookmark

Links to get you started e
and to keep up to date with [
Autonomous Database

oracle.com/autonomous-database/get-started/

Linked [ X

2 Join us: bit.ly/adb-linkedin-grp @AutonomousDW
— ¢ Bluesky

autonomousdb.bsky.social

1 New Get Started page:

Got a question? Join us on Developers Slack

We are on stackoverflow (search #oracle-autonomous-database)
. bit.lv/adb-stackoverflow bit.ly/odevrel_slack (odevrel_slack)
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https://www.oracle.com/autonomous-database/get-started/
https://bit.ly/adb-linkedin-grp
https://twitter.com/@AutonomousDW
https://bit.ly/adb-stackoverflow
https://bit.ly/odevrel_slack

Final Thoughts

oracle.com/goto/adb-learning-lounge

& 3 signin

ASK TOM Search Sessions.

Classes

(O Office Hours [> Videos ] Resources

Questions

My Dashboard

Sessions

Autonomous Database Learning Lounge N
og In To Register

The Autonomous Database Learning Lounge series offers free bi-weekly Live Webinars where Oracle Product Managers share the many ways you can unlock your talents with complete tutorials

on the most important topics for any professional looking to improve their skills for the best Data Platform on the Cloud with Autonomous Database.
For more information on all things Autonomous Database, make sure to go to our site for Get Started with Autonomous Database at: http www.oracle.cor

started/
There are other Autonomous Database Learning Lounge series for different languages: [ ]
s://orz /goto/adb-learni

The listing below shows the Autonomous Database Learning Lounge sessions, their recordings, links to the slides and other il

Show Al Upcoming

Migration to ADB Part lll: OCl Database
Management, the Swiss Army knife for
databases

Marcos Arancibia, Derik H:

Log In To Register

Replays

Sort By
Newest

oracLe oracLe oracLe
AUTONOMOUS AUTONOMOUS AUTONOMOUS AUTONOMOUS
DATABASE DATABASE DATABASE g DATABA!
LEARNING LEARNING LEARNING LEARNING
LOUNGE LOUNGE LOUNGE LOUNGE
Multicloud, scalable and fault-

65
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Jorge Ma:
Migration to ADB Part II: Easily
migrate from previous database

Graph RAG: Bring the Power of
Graphs to Generative Al

November 21,2024 - (9 5417 Mins - ® 638

Migration to ADB Part ll: Easily
migrate from previous database
releases with DMS

Marcos Arancibia, Jorge Martine
November 19, 2024 - © 5998 Mins . ® 115

Migration to ADB Part I: Visualize and
Evaluate your entire database estate
with Oracle Estate Explor

Migration to ADB Part I: Visualize
and Evaluate your entire database
estate with Oracle Estate Explorer

'aul Brankin, Simon Griffiths
%

Marcos Arancibi
mber 12, 2024 - ©54.05 Mins

tolerant key management with
O Vault

Multicloud, scalable and fault-tol-
erant key management with
Oracle Key Vault

Peter Wahl

November 07, 2024 - © 54.42 Mins. ©3
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