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ƩǈǅǃǂǆƸ ǆǇƴǇƸǀƸǁǇ 

This document provides an overview of features and enhancements included in 

Gluster Storage for Oracle Linux. It is intended solely to help you assess the 

business and technical benefits of the product and better plan your IT projects.  
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ƢǁǇǅǂƷǈƶǇƼǂǁ 

Gluster is an open source, scalable, distributed file system that aggregates disk storage resources from multiple 

servers into a single global namespace. There are several advantages to using Gluster such as:  

¶ Tdbmft!up!tfwfsbm!qfubczuft 

¶ Iboemft!uipvtboet!pg!dmjfout 

¶ QPTJY!dpnqbujcmf 

¶ Tvqqpsut!dpnnpejuz!ibsexbsf 

¶ Dbo!vtf!boz!po.ejtl!gjmftztufn!uibu!tvqqpsut!fyufoefe!buusjcvuft 

¶ Bddfttjcmf!vtjoh!joevtusz!tuboebse!qspupdpmt!mjlf!OGT-!jTDTJ!boe!TNC 

¶ Qspwjeft!sfqmjdbujpo-!rvpubt-!hfp.sfqmjdbujpo-!tobqtiput 

¶ Bmmpxt!pqujnj{bujpo!gps!ejggfsfou!xpslmpbet 

 

Image 1. Gluster Storage Example Architecture 

Gluster is used in production at thousands of organizations spanning media, healthcare, government, education, web 

2.0 and financial services sectors. Enterprises can use it to scale their capacity, performance, and availability on 

demand, without vendor lock-in, across on-premises, public cloud, and hybrid environments.  

After years of inflexible proprietary hardware and appliance-based approaches, software-defined storage 

solutions have emerged as the viable alternative. The success of web-scale IT and public cloud providers has 

proven the way forward, with many embracing open software-defined storage as a fundamental strategy for 

deploying flexible, elastic, and cost-effective storage that is matched to specific application needs. 

ƠƿǈǆǇƸǅ ǇƸǅǀƼǁǂƿǂƺǌ 

We recommend becoming familiar with the GlusterFS documentation, but to get started, the following terms are 

important to know: 

¶ ƛǅƼƶƾ (storage block): refers to the dedicated partition provided by the host for physical storage in the trusted 

host pool. It is the basic storage unit in GlusterFS, and also the storage directory provided by the server in the 

trusted storage pool. 

https://docs.oracle.com/en/operating-systems/oracle-linux/gluster-storage/
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¶ ƭǅǈǆǇƸƷ ǆǇǂǅƴƺƸ ǃǂǂƿ: A collection of shared files and directories based on the designed protocol. 

¶ ƛƿǂƶƾ ǆǇǂǅƴƺƸ: Devices through which the data is being moved across systems in the form of blocks. 

¶ ƜƿǈǆǇƸǅ: In Gluster storage, cluster and trusted storage pools convey the same meaning, the collaboration of 

storage servers based on a defined protocol. 

¶ ƝƼǆǇǅƼƵǈǇƸƷ ƹƼƿƸ ǆǌǆǇƸǀ: A file system in which data is spread over different nodes, allowing users to access a 

file without knowing its location. Data sharing among multiple locations is fundamental to all distributed file 

systems. 

¶ ƠƿǈǆǇƸǅƷ: The GlusterFS management daemon and file system backbone that runs whenever the servers are 

in an active state. 

¶ ƩƨƬƢƱ: Portable Operating System Interface (POSIX), the family of standards defined by the IEEE as a 

solution to the compatibility between Unix variants in the form of an API. 

¶ ƯǂƿǈǀƸ: A logical volume is a collection of bricks. A volume is a logical device for data storage, similar to the 

logical volume in Linux Logical Volume Manager (LVM). Most of the Gluster management operations are 

performed on the volume. 

¶ ƬǈƵǉǂƿǈǀƸ: A brick after being processed by least at one translator. 

¶ ƭǅƴǁǆƿƴǇǂǅ: A piece of code that performs the basic actions initiated by a user from the mount point. It 

connects one or more subvolumes. 

¶ ƦƸǇƴƷƴǇƴ: Data providing information about other pieces of data. 

¶ ƜƿƼƸǁǇ: The machine (or server) that mounts a volume. 

¶ ƟƮƬƞ (file system in user space): a kernel module that allows users to create their own file systems without 

modifying kernel code. 

¶ ƯƟƬ: the interface provided by kernel space to user space to access disk. 

ƠƿǈǆǇƸǅ ƬǇǂǅƴƺƸ ƹǂǅ ƨǅƴƶƿƸ ƥƼǁǈǋ 

Gluster Storage for Oracle Linux is a software-defined, open source solution, designed to meet unstructured and 

semi-structured data storage requirements, mainly focused on storing digital media files (images, video, and audio). 

Gluster Storage for Oracle Linux allows organizations to combine large numbers of storage and compute resources 

into a high-performance and centrally managed storage pool. The cluster can be scaled for increased capacity and/or 

increased performance. Gluster Storage for Oracle Linux capabilities include: 

¶ ơƼƺƻ ƴǉƴƼƿƴƵƼƿƼǇǌ ƴǁƷ ǅƸƿƼƴƵƼƿƼǇǌ. When setting up GlusterFS, the type of storage volumes needs to be 

specified. The type chosen depends on the workload and the tradeoff between data protection and capacity. 

In typical deployments, both distributed and distributed-replicated volumes are used.  

o ƝƼǆǇǅƼƵǈǇƸƷ ǉǂƿǈǀƸ, the default type, spreads files across the bricks in the volume. It doesn’t provide 

redundancy, but it’s easy and inexpensive to scale the volume size. The downside is that a brick failure 

leads to complete data loss, and the underlying hardware must be relied on for data loss protection. 



 

¬ ƛǈǆƼǁƸǆǆ Q ƭƸƶƻǁƼƶƴƿ ƛǅƼƸƹ  /  Gluster Storage for Oracle Linux: Best Practices and Sizing Guideline    

 Copyright © 2022, Oracle and/or its affiliates /  Public 

 

Image 2. Distributed volume setup with Gluster Storage 

o ƫƸǃƿƼƶƴǇƸƷ ǉǂƿǈǀƸ creates copies of files across multiple bricks in the volume. Use replicated volumes in 
environments where high availability and high reliability are critical. A client-side quorum must be set on 

replicated volumes to prevent ´°Ӄ ºƈM³J « ´NX«J³ ´Ÿ 

 

 

Image 3. Replicated volume setup with Gluster Storage 

 

o ƝƼǆǇǅƼƵǈǇƸƷLǅƸǃƿƼƶƴǇƸƷ ǉǂƿǈǀƸ provides node-level fault tolerance but less capacity than a distributed 

volume. Use distributed-replicated volumes in environments where the critical requirements are to scale 

storage and maintain high reliability. Distributed-replicated volumes also offer improved read 

performance in most environments. 

 

Image 4. Distributed-replicated volume setup with Gluster Storage 
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o ƝƼǆǃƸǅǆƸƷ ǉǂƿǈǀƸ is based on erasure coding (EC). In this method of data protection, data is broken into 

fragments, expanded, and encoded with redundant data pieces, then stored across a set of different 

locations. 

 

 

Image 5. Dispersed volume setup with Gluster Storage 

 

¶ ƞƿƴǆǇƼƶ ǉǂƿǈǀƸ ǀƴǁƴƺƸǀƸǁǇ. Gluster stores data in logical volumes that are independent of the logical 

storage pool. Logical storage pools can be added and removed online without causing business disruption. 

When volumes change, the data remains available without application interruption. With Gluster Storage for 

Oracle Linux, storage volumes are abstracted from the hardware and managed independently. The needs of 

the environment should be expanded or contracted elastically. In the multi-node scenario, the global uniform 

namespace can also do load balancing based on different nodes, which greatly improves access efficiency. 

¶ ƩƸǅǆƼǆǇƸǁǇ ǆǇǂǅƴƺƸ ƹǂǅ ƶǂǁǇƴƼǁƸǅƼǍƸƷ ƴǃǃƿƼƶƴǇƼǂǁǆ. Containerized applications need persistent storage. In 

addition to bare metal, virtualized, and cloud environments, Gluster Storage for Oracle Linux can be deployed 

as persistent storage for Oracle Cloud Native Environment that includes a dedicated storage interface for 

Gluster. 

¶ ƬƶƴƿƴƵƼƿƼǇǌ. Gluster Storage for Oracle Linux lets organizations start small and easily grow to support multi-

petabyte repositories. ƠƿǈǆǇƸǅ ƞƿƴǆǇƼƶ ơƴǆƻ solves the dependence of Gluster on metadata server. Gluster uses 

Elastic Hash algorithm to locate data in storage pool. Gluster can intelligently locate any data fragment (store 

the data fragment on different nodes), without looking at the index or querying the metadata server. This 

design mechanism realizes the horizontal expansion of storage, improves the single point of failure and 

performance bottleneck, and realizes the parallel data access. 

¶ ơƼƺƻ ǃƸǅƹǂǅǀƴǁƶƸ. Gluster Storage for Oracle Linux provides fast file access by eliminating the typical 

centralized metadata server. Files are spread throughout the storage nodes, helping to eliminate I/O 

bottlenecks and high latency. Organizations can use enterprise disk drives, local NVMe storage, and 10+ 

Gigabit Ethernet (GbE) to maximize distributed storage performance. 

¶ ƢǁƷǈǆǇǅǌLǆǇƴǁƷƴǅƷ ƶǂǀǃƴǇƼƵƼƿƼǇǌ. Gluster Storage for Oracle Linux service supports NFS, CIFS, HTTP, FTP, 

SMB, and Gluster native protocols, and is fully compatible with POSIX file systems standards. Existing 

applications can access the data in Gluster without any modification, or access it using a dedicated API, more 

efficient, which is very useful when deploying Gluster in a cloud environment. 

¶ ƮǁƼƹƼƸƷ ƺƿǂƵƴƿ ǁƴǀƸǆǃƴƶƸ. Gluster Storage for Oracle Linux aggregates disk and memory resources into a 

single common pool. This flexible approach simplifies management of the storage environment and helps 

https://docs.oracle.com/en/operating-systems/olcne/
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eliminate data silos. The global unified namespace aggregates all storage resources into a single virtual 

storage pool, which blocks the physical storage information for users and applications. 

¶ ƜǂǆǇLƸƹƹƸƶǇƼǉƸ ƸǁǇƸǅǃǅƼǆƸ ǆǈǃǃǂǅǇ. Gluster Storage for Oracle Linux support is included in Oracle Linux 

Premier Support at no extra cost. 

ƨǃǇƼǀƼǍƸ ƠƿǈǆǇƸǅ ƬǇǂǅƴƺƸ ƹǂǅ ƨǅƴƶƿƸ ƥƼǁǈǋ 

One of the benefits of Gluster is the ability to tailor storage infrastructure to different requirements and workload 

types. Local storage (rotating disks or NVMe storage) and network interface cards (NICs) are the hardware foundation 

where Gluster Storage for Oracle Linux resides. Based on hardware capacity, specific workloads and I/O requirements 

can be addressed. Multiple combinations are possible by varying: 

¶ The number of Gluster Storage for Oracle Linux nodes 

¶ The capacity and speed of local storage 

¶ The capacity, in term of latency and bandwidth, of the network architecture (that includes also network 

switches) 

¶ The layout of the underlying local storage, RAID configured or not 

¶ The Gluster configuration, replicated or dispersed 

The RAID configurations usually leveraged with Gluster Storage for Oracle Linux are RAID-6 and RAID-10: 

¶ RAID-6 offers better disk space efficiency, good sequential write/read performance on large files; configured 

on 12 hardware disk devices RAID-6 can grant 40% more usable disk space while compared to RAID-10.  

¶ RAID-10 offers improved performance for small-size files as well as random writes; RAID-10 is the preferred 

path for small-size files read and writes. 

One important parameter, related to the hardware RAID configuration, is the stripe size. 

With RAID 10, it's suggested to leverage a size of 256Kb striping while, for RAID-6, the striping size has to be defined 

by evaluating the number of hardware disk-devices leveraged. For RAID-6 configurations with 12 disks (10 dedicated 

to data), striping size suggested is 128Kb. 

With JBOD (Just a Bunch of Disks) configuration the local disks are not aggregated by hardware RAID; JBOD supports 

36 local-disks per storage node and, usually, one of those disks is leveraged as the cache for Gluster Storage. 

"Replicated volumes" on RAID 6 bricks are usually leveraged for performance-optimized  configurations, especially for 

workloads with a smaller file size while "dispersed volumes" on JBOD bricks are often more cost effective for large-file 

archive situations that do not have particular performance requirements. Among supported configurations, dispersed 

volumes can offer better read and write performance for workloads with large file sizes. 

Standard 12 local-disk systems are often more performant and cost effective for smaller clusters and small-file 

applications, while dense 24 local-disk storage servers and larger are often more cost effective for larger clusters; 

Factors, including caching and tiering, with either standard SSDs or NVMe SSDs can provide significant benefits, 

especially for read performance. Also, leveraging full local storage based on SSD(s) or NVMe(s) can be evaluated, 

mostly while having high performance demand and low latency networking in place. 

ƥǂƶƴƿ ƷƼǆƾǆ0 ǆǇǂǅƴƺƸ ǁǂƷƸǆ0 ƴǁƷ ǁƸǇǊǂǅƾ ǆǃƸƸƷ 

Local disks 

In most scale-up systems, disk speed and seek time are the biggest determinants of performance. While the use of 

solid state drives or NVMe can eliminate the impact of spin time, such drives are generally more expensive per GB 

compared to low end SATA drives. In a typical Gluster configuration, the workload is spread across a large number of 

TB drives. Thus, the spin time of any individual drive becomes largely irrelevant. For example, Gluster has been able 
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to achieve upwards of 16 GB/s read throughput and 12 GB/s write throughput in an 8 nodes storage cluster created 

using 7.2 K RPM SATA drives. For most customers, therefore, the scale-out approach can eliminate the need for 

expensive drives or complicated tiering systems. In certain circumstances characterized by very high performance 

and low-capacity requirements (e.g. risk modeling), Gluster can be used in combination with SSD/NVMe for these 

workloads or in a full SSDs/NVMe solution for very demanding I/O throughput.  

In most scale-out systems with a centralized or distributed metadata server, adding disks often leads to performance 

degradation or to non-linear gains in capacity. With Gluster, adding additional disks to a storage node will result in 

linear gains in effective capacity, and will generally result in either neutral to moderately positive impacts on 

performance.  

Storage nodes 

Gluster performance is most directly impacted by the number of storage nodes. In general, distributing the same 

number of disks among twice as many storage nodes will double performance. Performance in a Gluster cluster 

increases near-linearly with the number of storage nodes; an 8 storage nodes Gluster cluster will deliver 

approximately 4 times the throughput of a 2 storage nodes cluster. 

Networking 

In most cases, by the time a system has 8 or more storage nodes, the network becomes the bottleneck, and a 1 GbE 

system will be easily saturated. By adding a 10GbE or faster network, faster per node performance can be achieved. 

Gluster statistics show that it can achieve 16 GB/s read throughput and 12 GB/s write throughput in an 8 storage 

nodes cluster using low end SATA drives when configured with a 10GbE network. The same cluster achieved 

approximately 800 MB/s of throughput with a 1 GbE network. 

Impact of disks, storage nodes, and networking components 

To illustrate how Gluster Storage for Oracle Linux can scale, this example shows how a baseline system can be scaled 

to increase both performance and capacity:  

¶ To support a requirement for 200 TB of capacity, a deployment might have 4 servers, each of which contains 

a quantity of 12 X 6 TB SATA drives.  

¶ If performance levels are acceptable, but the desire is to increase the capacity by 33%, an option is to add 

another 4 X 6 TB drives to each server. This addresses the requirements and should not introduce 

performance degradation. (i.e., each server would have 16 X 6 TB drives). Note that an enterprise does not 

need to upgrade to larger, or more powerful hardware to increase capacity; it simply adds 8 more SATA 

drives.  

¶ If the capacity is good, but the desire is to increase the performance by 100% (double-up) , an option is to 

distribute the drives among 8 servers, rather than 4, where each server would have 6 X 6 TB drives, rather 

than 12 X 6 TB,. Note that in this case, 2 more low-priced servers can be added, and existing drives would be 

redeployed.  

¶ If the target is to both increase the performance by 100% (double-up) and also increase the capacity by 33%, 

as an example, then distributing among 8 servers where each server has 16 X 6 TB drives will address the 

requirement. 

As shared above, the power of Gluster Storage for Oracle Linux scalability covers both the capacity and the 

performance where both can scale linearly to meet requirements. It is not necessary to know what performance 

levels will be needed in the future, since the Gluster Storage for Oracle Linux configuration can be easily adapted 

based on new requirements. 
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ƛǅƼƶƾ ƴǁƷ ƱƟƬ ǅƸƶǂǀǀƸǁƷƴǇƼǂǁǆ 

Format bricks using the following configurations to enhance performance: 

The steps for creating a brick and multiple bricks from a physical device are listed below.  

¶ ƜǅƸƴǇƼǁƺ ǇƻƸ ǃƻǌǆƼƶƴƿ ǉǂƿǈǀƸ 

The ÐÖÃÒÅÁÔÅ command is used to create the physical volume. The Logical Volume Manager can use a portion of the 

physical volume for storing its metadata while the rest is used as the data portion. Align the I/O at the Logical Volume 

Manager (LVM) layer using ƜƜÄÁÔÁÁÌÉÇÎÍÅÎÔ option while creating the physical volume. 

The command is used in the following format: 

ʢ ÐÖÃÒÅÁÔÅ ƜƜÄÁÔÁÁÌÉÇÎÍÅÎÔ ÁÌÉÇÎÍÅÎÔʍÖÁÌÕÅ ÄÉÓË 

 

For JBOD, use an alignment value of ʧʪʫ+. 

In case of hardware RAID, the ÁÌÉÇÎÍÅÎÔʍÖÁÌÕÅ should be obtained by multiplying the RAID stripe unit size with the 

number of data disks. If 12 disks are used in a RAID 6 configuration, the number of data disks is 10; on the other 

hand, if 12 disks are used in a RAID 10 configuration, the number of data disks is 6. 

For example, the following command is appropriate for 12 disks in a RAID 6 configuration with a stripe unit size of 

128 KiB: 

ʢ ÐÖÃÒÅÁÔÅ ƜƜÄÁÔÁÁÌÉÇÎÍÅÎÔ ʦʧʭʣË ÄÉÓË 

 

The following command is appropriate for 12 disks in a RAID 10 configuration with a stripe unit size of 256 KiB: 

ʢ ÐÖÃÒÅÁÔÅ ƜƜÄÁÔÁÁÌÉÇÎÍÅÎÔ ʦʪʨʫË ÄÉÓË 

 

To view the previously configured physical volume settings for ƜƜÄÁÔÁÁÌÉÇÎÍÅÎÔ, run the following command: 

ʢ ÐÖÓ ƜÏ ˩ÐÅʍÓÔÁÒÔ ÄÉÓË 
  06         6'   &ÍÔ  !ÔÔÒ 03ÉÚÅ 0&ÒÅÅ ʦÓÔ 0% 
  ƳÄÅÖƳÓÄÂ        ÌÖÍʧ ÁƜƜ  ʮƚʣʮÔ ʮƚʣʮÔ   ʦƚʧʪÍ 

 

¶ ƜǅƸƴǇƼǁƺ ǇƻƸ ǉǂƿǈǀƸ ƺǅǂǈǃ 

The volume group is created using the ÖÇÃÒÅÁÔÅ command. 

For hardware RAID, in order to help ensure that logical volumes created in the volume group are aligned with the 

underlying RAID geometry, it is important to use the ƜƜ ÐÈÙÓÉÃÁÌÅØÔÅÎÔÓÉÚÅ option. Execute the ÖÇÃÒÅÁÔÅÃÏÍÍÁÎÄ 

in the following format: 

ʢ ÖÇÃÒÅÁÔÅ ƜƜÐÈÙÓÉÃÁÌÅØÔÅÎÔÓÉÚÅ ÅØÔÅÎÔʍÓÉÚÅ 6/,'2/50 ÐÈÙÓÉÃÁÌʍÖÏÌÕÍÅ 

 

The ÅØÔÅÎÔʍÓÉÚÅ should be obtained by multiplying the RAID stripe unit size with the number of data disks. If 12 

disks are used in a RAID 6 configuration, the number of data disks is 10; on the other hand, if 12 disks are used in a 

RAID 10 configuration, the number of data disks is 6. 

For example, run the following command for RAID-6 storage with a stripe unit size of 128 KB, and 12 disks (10 data 

disks): 
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ʢ ÖÇÃÒÅÁÔÅ ƜƜÐÈÙÓÉÃÁÌÅØÔÅÎÔÓÉÚÅ ʦʧʭʣË 6/,'2/50 ÐÈÙÓÉÃÁÌʍÖÏÌÕÍÅ 

 

In the case of JBOD, use the ÖÇÃÒÅÁÔÅ command in the following format: 

ʢ ÖÇÃÒÅÁÔÅ 6/,'2/50 ÐÈÙÓÉÃÁÌʍÖÏÌÕÍÅ 

 

¶ ƜǅƸƴǇƼǁƺ ǇƻƸ ǇƻƼǁ ǃǂǂƿ 

A thin pool provides a common pool of storage for thin logical volumes (LVs) and their snapshot volumes, if any. 

Execute the following command to create a thin-pool: 

ʢ ÌÖÃÒÅÁÔÅ ƜƜÔÈÉÎÐÏÏÌ 6/,'2/50ƳÔÈÉÎʍÐÏÏÌ ƜƜÓÉÚÅ ˱ÐÏÏÌʍÓÉÚÅ˲ ƜƜÃÈÕÎËÓÉÚÅ ˱ÃÈÕÎËʍÓÉÚÅ˲ ƜƜ
ÐÏÏÌÍÅÔÁÄÁÔÁÓÉÚÅ ˱ÍÅÔÁʍÓÉÚÅ˲ ƜƜÚÅÒÏ Î 

 

¶ ÐÏÏÌÍÅÔÁÄÁÔÁÓÉÚÅ 

Internally, a thin pool contains a separate metadata device that is used to track the (dynamically) allocated regions of 

the thin LVs and snapshots. The ÐÏÏÌÍÅÔÁÄÁÔÁÓÉÚÅ option in the above command refers to the size of the pool meta 

data device.  

The maximum possible size for a metadata LV is 16 GiB. The recommendation for GlusterFS is to create the metadata 

device of the maximum supported size. If space is a concern, less than the maximum size can be allocated, but in this 

case a minimum of 0.5% of the pool size should be allocated. 

¶ ÃÈÕÎËÓÉÚÅ 

An important parameter to be specified while creating a thin pool is the chunk size, which is the unit of allocation. For 

good performance, the chunk size for the thin pool and the parameters of the underlying hardware RAID storage 

should be chosen so that they work well together.  

For RAID 6 storage, the striping parameters should be chosen so that the full stripe size (stripe_unit size * number of 

data disks) is between 1 MiB and 2 MiB, preferably in the low end of the range. The thin pool chunk size should be 

chosen to match the RAID 6 full stripe size. Matching the chunk size to the full stripe size aligns thin pool allocations 

with RAID 6 stripes, which can lead to better performance. Limiting the chunk size to below 2 MiB helps reduce 

performance problems due to excessive copy-on-write when snapshots are used.  

Ɵǂǅ ƸǋƴǀǃƿƸ0 ƹǂǅ ƫƚƢƝ ¬ ǊƼǇƻ §¨ ƷƼǆƾǆ O§¦ ƷƴǇƴ ƷƼǆƾǆP0 ǆǇǅƼǃƸ ǈǁƼǇ ǆƼǍƸ ǆƻǂǈƿƷ ƵƸ ƶƻǂǆƸǁ ƴǆ §¨® ƤƼƛ. ƭƻƼǆ ƿƸƴƷǆ Ǉǂ ƴ ƹǈƿƿ 

ǆǇǅƼǃƸ ǆƼǍƸ ǂƹ §¨®¦ ƤƼƛ O§.¨« ƦƼƛP. ƭƻƸ ǇƻƼǁ ǃǂǂƿ ǆƻǂǈƿƷ ǇƻƸǁ ƵƸ ƶǅƸƴǇƸƷ ǊƼǇƻ ǇƻƸ ƶƻǈǁƾ ǆƼǍƸ ǂƹ §¨®¦ ƤƼƛ. 

For RAID 10 storage, the preferred stripe unit size is 256 KiB. This can also serve as the thin pool chunk size. Note that 

RAID 10 is recommended when the workload has a large proportion of small file writes or random writes. In this case, 

a small thin pool chunk size is more appropriate, as it reduces copy-on-write overhead with snapshots.  

For JBOD, use a thin pool chunk size of 256 KiB. 

¶ ÂÌÏÃË ÚÅÒÏÉÎÇ 

By default, the newly provisioned chunks in a thin pool are zeroed to prevent data leaking between different block 

devices. In the case of Gluster, where data is accessed via a file system, this option can be turned off for better 

performance with the ƜƜÚÅÒÏ Î option. Note that Î does not need to be replaced. The following example shows how 

to create the thin pool: 
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ʢ ÌÖÃÒÅÁÔÅ ƜƜÔÈÉÎÐÏÏÌ 6/,'2/50ƳÔÈÉÎʍÐÏÏÌ ƜƜÓÉÚÅ ʭʣʣÇ ƜƜÃÈÕÎËÓÉÚÅ ʦʧʭʣË ƜƜÐÏÏÌÍÅÔÁÄÁÔÁÓÉÚÅ ʦʫ' 
ƜƜÚÅÒÏ Î 

 

¶ ƜǅƸƴǇƼǁƺ ƴ ǇƻƼǁ ƿǂƺƼƶƴƿ ǉǂƿǈǀƸ 

After the thin pool has been created as mentioned above, a thinly provisioned logical volume can be created in the 

thin pool to serve as storage for a brick of a Gluster volume. 

ʢ ÌÖÃÒÅÁÔÅ ƜƜÔÈÉÎ ƜƜÎÁÍÅ ,6ʍÎÁÍÅ ƜƜÖÉÒÔÕÁÌÓÉÚÅ ,6ʍÓÉÚÅ 6/,'2/50ƳÔÈÉÎʍÐÏÏÌ 

 

ƞǋƴǀǃƿƸ L ƜǅƸƴǇƼǁƺ ǀǈƿǇƼǃƿƸ ƵǅƼƶƾǆ ǂǁ ƴ ǃƻǌǆƼƶƴƿ ƷƸǉƼƶƸ 

The steps above (LVM Layer) cover the case where a single brick is being created on a physical device.  

ƧǂǇƸ/ Ƣǁ ǇƻƸǆƸ ǆǇƸǃǆ0 ǊƸ ƴǅƸ ƴǆǆǈǀƼǁƺ ǇƻƸ ƹǂƿƿǂǊƼǁƺ/ 

¶ ƭǊǂ ƵǅƼƶƾǆ ǀǈǆǇ ƵƸ ƶǅƸƴǇƸƷ ǂǁ ǇƻƸ ǆƴǀƸ ǃƻǌǆƼƶƴƿ ƷƸǉƼƶƸ 

¶ ƨǁƸ ƵǅƼƶƾ ǀǈǆǇ ƵƸ ǂƹ ǆƼǍƸ ª ƭƼƛ ƴǁƷ ǇƻƸ ǂǇƻƸǅ Ƽǆ ¨ ƭƼƛ 

¶ ƭƻƸ ƷƸǉƼƶƸ Ƽǆ QƷƸǉQǆƷƵ0 ƴǁƷ Ƽǆ ƴ ƫƚƢƝL¬ ƷƸǉƼƶƸ ǊƼǇƻ §¨ ƷƼǆƾǆ 

¶ ƭƻƸ §¨LƷƼǆƾ ƫƚƢƝ ¬ ƷƸǉƼƶƸ ƻƴǆ ƵƸƸǁ ƶǅƸƴǇƸƷ ƴƶƶǂǅƷƼǁƺ Ǉǂ ǇƻƸ ǅƸƶǂǀǀƸǁƷƴǇƼǂǁǆ Ƽǁ ǇƻƼǆ ƶƻƴǃǇƸǅ0 ǇƻƴǇ Ƽǆ0 ǊƼǇƻ ƴ 

ǆǇǅƼǃƸ ǈǁƼǇ ǆƼǍƸ ǂƹ §¨® ƤƼƛ 

This example shows how to adapt these steps when multiple bricks need to be created on a physical device. 

¶ Create a single physical volume using pvcreate 

ʢ ÐÖÃÒÅÁÔÅ ƜƜÄÁÔÁÁÌÉÇÎÍÅÎÔ ʦʧʭʣË ƳÄÅÖƳÓÄÂ 

 

¶ Create a single volume group on the device 

ʢ ÖÇÃÒÅÁÔÅ ƜƜÐÈÙÓÉÃÁÌÅØÔÅÎÔÓÉÚÅ ʦʧʭʣË ÖÇʦ ƳÄÅÖƳÓÄÂ 

 

¶ Create a separate thin pool for each brick using the following commands 

ʢ ÌÖÃÒÅÁÔÅ ƜƜÔÈÉÎÐÏÏÌ ÖÇʦƳÔÈÉÎʍÐÏÏÌʍʦ ƜƜÓÉÚÅ ʩ4 ƜƜÃÈÕÎËÓÉÚÅ ʦʧʭʣ+ ƜƜÐÏÏÌÍÅÔÁÄÁÔÁÓÉÚÅ ʦʫ' ƜƜ
ÚÅÒÏ Î 
ʢ ÌÖÃÒÅÁÔÅ ƜƜÔÈÉÎÐÏÏÌ ÖÇʦƳÔÈÉÎʍÐÏÏÌʍʧ ƜƜÓÉÚÅ ʧ4 ƜƜÃÈÕÎËÓÉÚÅ ʦʧʭʣ+ ƜƜÐÏÏÌÍÅÔÁÄÁÔÁÓÉÚÅ ʦʫ' ƜƜ
ÚÅÒÏ Î 

 

In the examples above, the size of each thin pool is chosen to be the same as the size of the brick that will be created 

in it. With thin provisioning, there are many possible ways of managing space. 

¶ Create a thin logical volume for each brick 

ʢ ÌÖÃÒÅÁÔÅ ƜƜÔÈÉÎ ƜƜÎÁÍÅ ÌÖʦ ƜƜÖÉÒÔÕÁÌÓÉÚÅ ʩ4 ÖÇʦƳÔÈÉÎʍÐÏÏÌʍʦ 
ʢ ÌÖÃÒÅÁÔÅ ƜƜÔÈÉÎ ƜƜÎÁÍÅ ÌÖʧ ƜƜÖÉÒÔÕÁÌÓÉÚÅ ʧ4 ÖÇʦƳÔÈÉÎʍÐÏÏÌʍʧ 

 

¶ Follow the XFS recommendations (next step) in this sectionfor creating and mounting file systems for each of 

the thin logical volumes 

ʢ ÍËÆÓƚØÆÓ ÏÐÔÉÏÎÓ ƳÄÅÖƳÖÇʦƳÌÖʦ 
ʢ ÍËÆÓƚØÆÓ ÏÐÔÉÏÎÓ ƳÄÅÖƳÖÇʦƳÌÖʧ 
ʢ ÍÏÕÎÔ ÏÐÔÉÏÎÓ ƳÄÅÖƳÖÇʦƳÌÖʦ ÍÏÕÎÔʍÐÏÉÎÔʍʦ 
ʢ ÍÏÕÎÔ ÏÐÔÉÏÎÓ ƳÄÅÖƳÖÇʦƳÌÖʧ ÍÏÕÎÔʍÐÏÉÎÔʍʧ 
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¶ 8&3 ÉÎÏÄÅ 3ÉÚÅ 

As GlusterFS makes extensive use of extended attributes, an XFS inode size of 512 bytes works better with GlusterFS 

than the default XFS inode size of 256 bytes. So, inode size for XFS must be set to 512 bytes while formatting the 

GlusterFS bricks. To set the inode size, use -i size option with the ÍËÆÓƚØÆÓ command as shown in the following 

Logical Block Size for the Directory section. 

¶ 8&3 2!)$ !ÌÉÇÎÍÅÎÔ 

When creating an XFS file system, the striping parameters of the underlying storage can be explicitly specified in the 

following format: 

ʢ ÍËÆÓƚØÆÓ ÏÔÈÅÒʍÏÐÔÉÏÎÓ ƜÄ ÓÕˮÓÔÒÉÐÅʍÕÎÉÔʍÓÉÚÅƗÓ×ˮÓÔÒÉÐÅʍ×ÉÄÔÈʍÉÎʍÎÕÍÂÅÒʍÏÆʍÄÉÓËÓ ÄÅÖÉÃÅ 

 

For RAID 6, ensure that I/O is aligned at the file system layer by providing the striping parameters. For RAID 6 storage 

with 12 disks, if the recommendations above have been followed, the values must be: 

ʢ ÍËÆÓƚØÆÓ ÏÔÈÅÒʍÏÐÔÉÏÎÓ ƜÄ ÓÕˮʦʧʭËƗÓ×ˮʦʣ ÄÅÖÉÃÅ 

 

For RAID 10 and JBOD, the ƜÄ ÓÕˮ˱˲ƗÓ×ˮ˱˲ option can be omitted. By default, XFS will use the thin-p chunk size and 

other parameters to make layout decisions. 

¶ ,ÏÇÉÃÁÌ ÂÌÏÃË ÓÉÚÅ ÆÏÒ ÔÈÅ ÄÉÒÅÃÔÏÒÙ 

An XFS file system allows a logical block size to be selected for the file system directory that is greater than the logical 

block size of the file system. Increasing the logical block size for the directories from the default 4 K, decreases the 

directory I/O, which in turn improves the performance of directory operations. To set the block size, use ƜÎ 

ÓÉÚÅ option with the ÍËÆÓƚØÆÓ command. 

Following is the example output of RAID 6 configuration along with inode and block size options: 

ʢ ÍËÆÓƚØÆÓ ƜÆ ƜÉ ÓÉÚÅˮʪʦʧ ƜÎ ÓÉÚÅˮʭʦʮʧ ƜÄ ÓÕˮʦʧʭËƗÓ×ˮʦʣ ÌÏÇÉÃÁÌ ÖÏÌÕÍÅ 
ÍÅÔÁƜÄÁÔÁˮƳÄÅÖƳÍÁÐÐÅÒƳÇÌÕÓÔÅÒƜÂÒÉÃËʦ ÉÓÉÚÅˮʪʦʧ    ÁÇÃÏÕÎÔˮʨʧƗ ÁÇÓÉÚÅˮʨʬʬʩʭʬʨʫ ÂÌËÓ 
         ˮ    ÓÅÃÔÓÚˮʪʦʧ   ÁÔÔÒˮʧƗ ÐÒÏÊÉÄʨʧÂÉÔˮʣ 
ÄÁÔÁ     ˮ     ÂÓÉÚÅˮʩʣʮʫ   ÂÌÏÃËÓˮʦʧʣʬʮʪʮʪʪʧƗ ÉÍÁØÐÃÔˮʪ 
         ˮ    ÓÕÎÉÔˮʨʧ     Ó×ÉÄÔÈˮʨʧʣ ÂÌËÓ 
ÎÁÍÉÎÇ   ˮ ÖÅÒÓÉÏÎ ʧ   ÂÓÉÚÅˮʭʦʮʧ   ÁÓÃÉÉƜÃÉˮʣ 
ÌÏÇ      ˮÉÎÔÅÒÎÁÌ ÌÏÇ   ÂÓÉÚÅˮʩʣʮʫ   ÂÌÏÃËÓˮʪʧʦʬʧʭƗ ÖÅÒÓÉÏÎˮʧ 
         ˮ    ÓÅÃÔÓÚˮʪʦʧ   ÓÕÎÉÔˮʨʧ ÂÌËÓƗ ÌÁÚÙƜÃÏÕÎÔˮʦ 
ÒÅÁÌÔÉÍÅ ˮÎÏÎÅ    ÅØÔÓÚˮʩʣʮʫ   ÂÌÏÃËÓˮʣƗ ÒÔÅØÔÅÎÔÓˮʣ 

 

¶ !ÌÌÏÃÁÔÉÏÎ ÓÔÒÁÔÅÇÙ 

ÉÎÏÄÅʨʧ and ÉÎÏÄÅʫʩ are the two most common allocation strategies for XFS. With inode32 allocation strategy, XFS 

places all the ÉÎÏÄÅÓ in the first 1 TiB of disk. With a larger disk, all the ÉÎÏÄÅÓ would be stuck in the first 1 TiB. 

ÉÎÏÄÅʨʧ allocation strategy is used by default. 

With ÉÎÏÄÅʫʩ mount option ÉÎÏÄÅÓ would be replaced near to the data which would minimize the disk seeks. 

To set the allocation strategy to ÉÎÏÄÅʫʩ when the file system is being mounted, use the ƜÏ ÉÎÏÄÅʫʩ ÏÐÔÉÏÎ ×ÉÔÈ 

ÔÈÅ ÍÏÕÎÔ command as shown in the following !ÃÃÅÓÓ 4ÉÍÅ section. 

¶ !ÃÃÅÓÓ ÔÉÍÅ 

If the application does not require an update to the access time on files, then the file system must be mounted 

with ÎÏÁÔÉÍÅ mount option. For example: 

ʢ ÍÏÕÎÔ ƜÔ ØÆÓ ƜÏ ÉÎÏÄÅʫʩƗÎÏÁÔÉÍÅ ˱ÌÏÇÉÃÁÌ ÖÏÌÕÍÅ˲ ˱ÍÏÕÎÔ ÐÏÉÎÔ˲ 
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This optimization improves performance of small-file reads by avoiding updates to the XFS inodes when files are 

read. 

ƳÅÔÃƳÆÓÔÁÂ ÅÎÔÒÙ ÆÏÒ ÏÐÔÉÏÎ % ˩ & 
 ˱ ÌÏÇÉÃÁÌ ÖÏÌÕÍÅ˲ ˱ÍÏÕÎÔ ÐÏÉÎÔ˲ØÆÓ     ÉÎÏÄÅʫʩƗÎÏÁÔÉÍÅ   ʣ ʣ 

 

¶ !ÌÌÏÃÁÔÉÏÎ ÇÒÏÕÐÓ 

Each XFS file system is partitioned into regions called allocation groups. Allocation groups are similar to the block 

groups in ext3, but allocation groups are much larger than block groups and are used for scalability and parallelism 

rather than disk locality. The default allocation for an allocation group is 1 TiB. 

Allocation group count must be large enough to sustain the concurrent allocation workload. In most of the cases 

allocation group count chosen by ÍËÆÓƚØÆÓ command would provide optimal performance. Do not change the 

allocation group count chosen by ÍËÆÓƚØÆÓ, while formatting the file system. 

¶ 0ÅÒÃÅÎÔÁÇÅ ÏÆ ÓÐÁÃÅ ÁÌÌÏÃÁÔÉÏÎ ÔÏ ÉÎÏÄÅÓ 

If the workload is very small files (average file size is less than 10 KB), then it is recommended to set ÍÁØÐÃÔ value 

to ʦʣ, while formatting the file system. 

For small-file and random write performance, using writeback cache is strongly recommend, that is, non-volatile 

random-access memory (NVRAM) in the storage controller. For example, typical Dell and HP storage controllers have 

it. Ensure that NVRAM is enabled, that is, the battery is working. Refer to the hardware documentation for details on 

enabling NVRAM. 

Do not enable writeback caching in the disk drives, this is a policy where the disk drive considers the write is complete 

before the write actually made it to the magnetic media (platter). As a result, the disk write cache might lose its data 

during a power failure leading to file system corruption. 

ƧƸǇǊǂǅƾ 

Data traffic on the network becomes a bottleneck as and when the number of storage nodes increase. By adding a 

10GbE or faster network for data traffic, faster per node performance can be achieved. Jumbo frames must be 

enabled at all levels, that is, client, Gluster node, and ethernet switch levels. -45 of size .˩ʧʣʭ must be supported by 

the ethernet switch where .ˮʮʣʣʣ. It is recommended that there is a separate network for management and data 

traffic when protocols like NFS /CIFS are used instead of native client. Preferred bonding mode for Gluster client is 

mode 6 (ÂÁÌÁÎÃÅƜÁÌÂ), this allows the client to transmit writes in parallel on separate NICs much of the time. 

ƦƸǀǂǅǌ 

Gluster does not consume significant compute resources from the storage nodes themselves. However, read-

intensive workloads can benefit greatly from additional RAM. 

ƯƼǅǇǈƴƿ ǀƸǀǂǅǌ ǃƴǅƴǀƸǇƸǅǆ 

The data written by the applications is aggregated in the operating system page cache before being flushed to the 

disk. The aggregation and writeback of dirty data is governed by the Virtual Memory parameters. The following 

parameters may have a significant performance impact: 

¶ ÖÍƚÄÉÒÔÙʍÒÁÔÉÏ 

¶ ÖÍƚÄÉÒÔÙʍÂÁÃËÇÒÏÕÎÄʍÒÁÔÉÏ 

The appropriate values of these parameters vary with the type of workload: 
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¶ Large-file sequential I/O workloads benefit from higher values for these parameters. 

¶ For small-file and random I/O workloads it is recommended to keep these parameter values low. 

The Gluster tuned profiles set the values for these parameters appropriately. Hence, it is important to select and 

activate the appropriate Gluster profile based on the workload. 

Ƭǀƴƿƿ ƹƼƿƸ ǃƸǅƹǂǅǀƴǁƶƸ ƸǁƻƴǁƶƸǀƸǁǇǆ 
For each file access, an operation via the network is executed on Gluster metadata for files and directories; this 

process is called "ƿǂǂƾǈǃ". Due to this in-place process, a heavy workload on many small files performs poorly 

compared to other types of workloads. With big files, most of the time is dedicated to the file transfer while for small 

files, the metadata management could take more time than the storage operation. 

Metadata intensive workloads (small files, high concurrency) require some optimization on both the network and the 

storage to minimize the possibility of slow throughput and response time;  

To address this kind of limitation for small files, one option is to enhance the Gluster metadata cache translator (ǀƷL

ƶƴƶƻƸ), so the ƿǂǂƾǈǃ requests are cached indefinitely on the client. This solution needs the client-side cache to be 

invalidated (ǈǃƶƴƿƿ) if files or directories are modified in the meantime by other clients. With upcalls enabled, the 

number of lookups drops to a lower number on all subvolumes. This drop grants an improved throughput for small 

file workloads.  

To enable upcall in ǀƷLƶƴƶƻƸ, specify the following:  

ʢ ÇÌÕÓÔÅÒ ÖÏÌÕÍÅ ÓÅÔ ˱ÖÏÌÎÁÍÅ˲ ÆÅÁÔÕÒÅÓƚÃÁÃÈÅƜÉÎÖÁÌÉÄÁÔÉÏÎ ÏÎ 
ʢ ÇÌÕÓÔÅÒ ÖÏÌÕÍÅ ÓÅÔ ˱ÖÏÌÎÁÍÅ˲ ÆÅÁÔÕÒÅÓƚÃÁÃÈÅƜÉÎÖÁÌÉÄÁÔÉÏÎƜÔÉÍÅÏÕÔ ʫʣʣ 
ʢ ÇÌÕÓÔÅÒ ÖÏÌÕÍÅ ÓÅÔ ˱ÖÏÌÎÁÍÅ˲ ÐÅÒÆÏÒÍÁÎÃÅƚÃÁÃÈÅƜÓÁÍÂÁƜÍÅÔÁÄÁÔÁ ÏÎ 
ʢ ÇÌÕÓÔÅÒ ÖÏÌÕÍÅ ÓÅÔ ˱ÖÏÌÎÁÍÅ˲ ÐÅÒÆÏÒÍÁÎÃÅƚÃÁÃÈÅƜÉÎÖÁÌÉÄÁÔÉÏÎ ÏÎ  
ʢ ÇÌÕÓÔÅÒ ÖÏÌÕÍÅ ÓÅÔ ˱ÖÏÌÎÁÍÅ˲ ÐÅÒÆÏÒÍÁÎÃÅƚÓÔÁÔƜÐÒÅÆÅÔÃÈ ÏÎ 

 

The following parameters can help fine tune file access for small-file sizes. These examples are for reference and may 

need further tuning to obtain the best performance on the specified environment: 

ʢ ÇÌÕÓÔÅÒ ÖÏÌÕÍÅ ÓÅÔ ˱ÖÏÌÎÁÍÅ˲ ÃÌÉÅÎÔƚÅÖÅÎÔƜÔÈÒÅÁÄÓ ʩ 
ʢ ÇÌÕÓÔÅÒ ÖÏÌÕÍÅ ÓÅÔ ˱ÖÏÌÎÁÍÅ˲ ÓÅÒÖÅÒƚÅÖÅÎÔƜÔÈÒÅÁÄÓ ʩ 
ʢ ÇÌÕÓÔÅÒ ÖÏÌÕÍÅ ÓÅÔ ˱ÖÏÌÎÁÍÅ˲ ÐÅÒÆÏÒÍÁÎÃÅƚÉÏƜÔÈÒÅÁÄƜÃÏÕÎÔ  ʫʩ 
ʢ ÇÌÕÓÔÅÒ ÖÏÌÕÍÅ ÓÅÔ ˱ÖÏÌÎÁÍÅ˲ ÓÅÒÖÅÒƚÏÕÔÓÔÁÎÄÉÎÇƜÒÐÃƜÌÉÍÉÔƙ ʦʧʭ 
ʢ ÇÌÕÓÔÅÒ ÖÏÌÕÍÅ ÓÅÔ ˱ÖÏÌÎÁÍÅ˲ ÃÌÕÓÔÅÒƚÌÏÏËÕÐƜÏÐÔÉÍÉÚÅ ÏÎÔÕÎÅÄƜÁÄÍ ÐÒÏÆÉÌÅ ÔÈÒÏÕÇÈÐÕÔƜ
ÐÅÒÆÏÒÍÁÎÃÅ 

 

ƛƸǆǇ ǃǅƴƶǇƼƶƸǆ ƹǂǅ ǇǈǁƼǁƺ ƸǉƸǁǇ ǇƻǅƸƴƷǆ 

Performance improvements for Gluster Storage for Oracle Linux could be obtained by tuning the number of threads 

processing events from network connections. Here some tuning recommendations related to event thread values. 

¶ One thread manages one single connection at a time; having more threads than connections, either on 

Gluster server(s) or the Gluster client is not recommended. 

¶ Introducing, on both Gluster server and client, a number of threads higher than the number of CPU core(s) 

available on the system could cause context switches with the result of slower performance. 

¶ In the case of a single thread consuming high percentages of CPU time, the increase of the even thread value 

could improve the performance and response time of the Gluster server. 
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ƬƸǇǇƼǁƺ ǇƻƸ ƸǉƸǁǇ ǇƻǅƸƴƷǆ ǉƴƿǈƸ ƹǂǅ ƴ ƶƿƼƸǁǇ 

GlusterFS Server performance can be tuned using the event thread values. 

ʢ ÇÌÕÓÔÅÒ ÖÏÌÕÍÅ ÓÅÔ 6/,.!-% ÃÌÉÅÎÔƚÅÖÅÎÔƜÔÈÒÅÁÄÓ ˱ÖÁÌÕÅ˲ 
ʢ ÇÌÕÓÔÅÒ ÖÏÌÕÍÅ ÓÅÔ ÔÅÓÔƜÖÏÌ ÃÌÉÅÎÔƚÅÖÅÎÔƜÔÈÒÅÁÄÓ ʩ 

 

ƬƸǇǇƼǁƺ ǇƻƸ ƸǉƸǁǇ ǇƻǅƸƴƷ ǉƴƿǈƸ ƹǂǅ ƴ ǆƸǅǉƸǅ 

GlusterFS Server performance can be tuned using event thread values. 

ʢ ÇÌÕÓÔÅÒ ÖÏÌÕÍÅ ÓÅÔ 6/,.!-% ÓÅÒÖÅÒƚÅÖÅÎÔƜÔÈÒÅÁÄÓ ˱ÖÁÌÕÅ˲ 
ʢ ÇÌÕÓÔÅÒ ÖÏÌÕÍÅ ÓÅÔ ÔÅÓÔƜÖÏÌ ÓÅÒÖÅÒƚÅÖÅÎÔƜÔÈÒÅÁÄÓ ʩ 

 

ƯƸǅƼƹǌƼǁƺ ǇƻƸ ƸǉƸǁǇ ǇƻǅƸƴƷ ǉƴƿǈƸǆ 

Verify the event thread values that are set for the client and server components by executing the following command: 

ʢ ÇÌÕÓÔÅÒ ÖÏÌÕÍÅ ÉÎÆÏ 6/,.!-% 

 

ƨǇƻƸǅ ǃƴǅƴǀƸǇƸǅǆ ǅƸƿƴǇƸƷ Ǉǂ ƸǉƸǁ ǇƻǅƸƴƷǆ ǇǈǁƼǁƺ 

The following parameters may also help on Gluster Storage for Oracle Linux: 

¶ ÓÅÒÖÅÒƚÏÕÔÓÔÁÎÄÉÎÇƜÒÐÃƜÌÉÍÉÔ configuration which queue the requests for brick processes 

¶ ÐÅÒÆÏÒÍÁÎÃÅƚÉÏƜÔÈÒÅÁÄƜÃÏÕÎÔ configuration which performs the actual IO operations 

For further details related to these two parameters, please refer to GlusterFS community documentation. 

ƞǁƴƵƿƼǁƺ ƿǂǂƾǈǃ ǂǃǇƼǀƼǍƴǇƼǂǁ 

A lookup for a file/directory that does not exist is a negative lookup; negative lookups are expensive and typically 

slow down file creation, as DHT(Distributed Hash Table) attempts to find the file in all subvolumes. This especially 

impacts small file performance, where a large number of files are being added/created in quick succession to the 

volume. 

The negative lookup fan-out behavior can be optimized by not performing the lookup process in a balanced volume. 

The ÃÌÕÓÔÅÒƚÌÏÏËÕÐƜÏÐÔÉÍÉÚÅ configuration option enables lookup optimization. To enable this option run the 

following command: 

ʢ ÇÌÕÓÔÅÒ ÖÏÌÕÍÅ ÓÅÔ 6/,.!-% ÃÌÕÓÔÅÒƚÌÏÏËÕÐƜÏÐÔÉÍÉÚÅ ˱ÏÎƳÏÆÆ˲ 

 

Note: ƭƻƸ ƶǂǁƹƼƺǈǅƴǇƼǂǁ ǇƴƾƸǆ ƸƹƹƸƶǇ ƹǂǅ ǁƸǊƿǌ ƶǅƸƴǇƸƷ ƷƼǅƸƶǇǂǅƼƸǆ ƼǀǀƸƷƼƴǇƸƿǌ ƴƹǇƸǅ ǆƸǇǇƼǁƺ ǇƻƸ ƴƵǂǉƸ ǂǃǇƼǂǁ. Ɵǂǅ 

ƸǋƼǆǇƼǁƺ ƷƼǅƸƶǇǂǅƼƸǆ0 ƴ ǅƸƵƴƿƴǁƶƸ Ƽǆ ǅƸǄǈƼǅƸƷ Ǉǂ ƻƸƿǃ ƸǁǆǈǅƸ ǇƻƸ ǉǂƿǈǀƸ Ƽǆ Ƽǁ ƵƴƿƴǁƶƸ ƵƸƹǂǅƸ Ɲơƭ ƴǃǃƿƼƸǆ ǇƻƸ ǂǃǇƼǀƼǍƴǇƼǂǁ 

ǂǁ ǂƿƷƸǅ ƷƼǅƸƶǇǂǅƼƸǆ. 

 

 

 

 

https://rajeshjoseph.gitbooks.io/test-guide/content/cluster/chap-Configuring_Gluster_for_Enhancing_Performance.html
https://docs.gluster.org/en/latest/Quick-Start-Guide/Architecture/
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ƬƼǍƼǁƺ ƴǁƷ ǅƸƶǂǀǀƸǁƷƴǇƼǂǁ/ ƠƿǈǆǇƸǅ ƬǇǂǅƴƺƸ ƹǂǅ ƨǅƴƶƿƸ ƥƼǁǈǋ ƹǂǅ ǉƼƷƸǂ ǀƴǁƴƺƸǀƸǁǇ ǆǌǆǇƸǀ 

This paper provides a representation of use cases and respective best practices for Gluster Storage for Oracle Linux 

volumes. Gluster volumes can be used productively for a large variety of data workloads, starting from development 

storage solution requirements to production and intensive I/O requirements. 

A video management system, such as streaming HD video recording and management, usually involves a sequential 

write-heavy workload that is sensitive to overall latency. It also includes accompanying concurrent read workloads 

that may be smaller and random in nature; usually writes cover 80% of the workload while reads only cover the 

remaining 20%. The in-place architecture has to be able to grant the required number of simultaneous high-

definition recording streams (writes) before reaching any data loss. 

Based on the best practices shared in earlier sections, it's evident that the replicated volume on RAID 6 bricks is not 

the best option for this kind of use case. A dispersed volume on JBOD bricks provides the advantages of  additional 

storage and higher capacity, in term of the number of write streams clients. 

To avoid data loss in case of local disk failure (JBOD does not preserve on this), the "dispersed volume" type is 

suggested. This option leverages local NVMe storage as well as high bandwidth networking (10+G/bit devices). 

At the system level, tuned profile ÔÈÒÏÕÇÈÐÕÔƜÐÅÒÆÏÒÍÁÎÃÅ is suggested; ÔÈÒÏÕÇÈÐÕÔƜÐÅÒÆÏÒÍÁÎÃÅ disables power 

saving mechanisms and enables sysctl settings that improve the throughput performance of disk and network IO. 

CPU governor is set to performance and CPU energy performance bias is set to performance. Disk readahead values 

are increased. 

Other recommendations are also related to Gluster volume as well as Gluster clients. 

For Gluster Storage for Oracle Linux volume: 

¶ ÄÉÓÐÅÒÓÅƚÅÁÇÅÒƜÌÏÃË 

¶ Suggested value: ÏÆÆ 

If eager-lock is on, the lock remains in place either until lock contention is detected, or for 1 second in order to check 

if there is another request for that file from the same client. If eager-lock is off, locks release immediately after file 

operations complete, improving performance for some operations, but reducing access efficiency. 

¶ ÃÌÕÓÔÅÒƚÌÏÏËÕÐƜÏÐÔÉÍÉÚÅ 

¶ Suggested value: ÏÎ 

This option enables the optimization of -ve lookups, by not doing a lookup on non-hashed subvolumes for files, in 

case the hashed subvolume does not return any result. This option disregards the ÌÏÏËÕÐƜÕÎÈÁÓÈÅÄ setting, when 

enabled. ÌÏÏËÕÐƜÕÎÈÁÓÈÅÄ does a lookup through all the subvolumes, in case a lookup didn’t return any result from 

the hashed subvolume. If set to OFF, it does not do a lookup on the remaining subvolumes. 

¶ ÐÅÒÆÏÒÍÁÎÃÅƚÃÌÉÅÎÔƜÉÏƜÔÈÒÅÁÄÓ 

¶ Suggested value: ÏÎ 

Performance improves for parallel I/O from a single mount point for dispersed (erasure-coded) volumes by allowing 

up to 16 threads to be used in parallel. When enabled, 1 thread is used by default, and further threads up to the 

maximum of 16 are created as required by the client workload. 

¶ ÓÅÒÖÅÒƚÅÖÅÎÔƜÔÈÒÅÁÄÓ 

¶ Suggested value: ʩ ÏÒ ÍÏÒÅ ƽʨʧ ÉÓ ÔÈÅ ÍÁØ ÌÉÍÉÔƾ 
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Specifies the number of network connections to be handled simultaneously by the server processes. 

¶ client.event-threads 

¶ Suggested value: ʩ ÏÒÅ ÍÏÒÅ ƽʨʧ ÉÓ ÔÈÅ ÍÁØ ÌÉÍÉÔƾ 

Specifies the number of network connections to be handled simultaneously by the client processes accessing Gluster 

Storage for Oracle Linux. 

For Oracle Linux Gluster clients: 

¶ ÎÅÔƚÃÏÒÅƚÎÅÔÄÅÖʍÍÁØʍÂÁÃËÌÏÇ 

¶ Suggested value: ʦʨʦʣʬʧ ÏÒ ÈÉÇÈÅÒ 

Increases number of incoming connections backlog queue. Sets the maximum number of packets, queued on the 

INPUT side, when the interface receives packets faster than the kernel can process them. 

¶ ÓÕÎÒÐÃƚÔÃÐʍÓÌÏÔʍÔÁÂÌÅʍÅÎÔÒÉÅÓ 

¶ Suggested value with 10 GigE network: ʩʭ ÏÒ ÈÉÇÈÅÒ depending on the round-trip time 

ÓÕÎÒÐÃƚÔÃÐʍÓÌÏÔʍÔÁÂÌÅʍÅÎÔÒÉÅÓ sets the number of (TCP) minimum RPC entries to pre-allocate for in-flight RPC 

requests  

¶ ÎÅÔƚÃÏÒÅƚÓÏÍÁØÃÏÎÎ 

¶ Suggested value: ÃÈÅÃË ÎÕÍÂÅÒ ÏÆ ÃÏÒÅÓ ÁÖÁÉÌÁÂÌÅ ÁÎÄ ÒÅÑÕÉÒÅÍÅÎÔÓ 

Each CPU core can hold a number of packets in a ring buffer before the network stack is able to process them. If the 

buffer is filled faster than the TCP stack can process them, a dropped packet counter is incremented and they will be 

dropped. The ÎÅÔƚÃÏÒÅƚÎÅÔÄÅÖʍÍÁØʍÂÁÃËÌÏÇ setting should be increased to maximize the number of packets 

queued for processing on clients with high burst traffic. It's important to remember that 

ÎÅÔƚÃÏÒÅƚÎÅÔÄÅÖʍÍÁØʍÂÁÃËÌÏÇ is a per CPU core setting. The default value for ÎÅÔƚÃÏÒÅƚÓÏÍÁØÃÏÎÎ comes from 

the SOMAXCONN constant, which is set to 128 on the Unbreakable Enterprise Kernel (UEK) 5 for Oracle Linux (or 

upstream kernels lower than 5.4), while SOMAXCONN had been raised to 4096 in UEK6. 

¶ ÎÅÔƚÉÐÖʩƚÔÃÐʍÆÉÎʍÔÉÍÅÏÕÔ 

¶ Suggested value: ʪ 

The length of time an orphaned (no longer referenced by any application) connection will remain in the FIN_WAIT_2 

state before it is aborted at the local end.  

ƠƿǈǆǇƸǅ ƧƴǇƼǉƸ ƜƿƼƸǁǇ0 ƧƟƬ0 ƴǁƷ ƧƟƬLƠƴǁƸǆƻƴ 

Gluster’s Native FUSE client will deliver better read and write performance than Gluster NFS across a wide variety of 

block sizes. However, Gluster NFS will deliver better write performance at small (<32 K) block sizes because of its 

kernel-based write caching. Native clients write performance is sensitive to changes in block size, and is not sensitive 

to changes in file size. For NFS, both read and write performance are not sensitive to changes in block size, but are 

sensitive to changes in file size. The reason that this happens is that NFS clients perform write caching in addition to 

read caching, while the Gluster native client only caches the reads. 

Generic performance benchmarks demonstrated a discrete performance improvement while leveraging NFS-Ganesha  

over the standard Kernel NFS Server. Introducing the adoption of NSF-Ganesha server-side (on Gluster Storage for 

Oracle Linux nodes) does not introduce any impact or requirement on NFS clients. 
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ƜǂǁƶƿǈǆƼǂǁ 

As these Gluster Storage for Oracle Linux guidelines and considerations show, a little up-front work to plan the  

environment is well worth the time investment as it can help ensure service level commitments are met and services 

can be delivered on time and on budget. 

Gluster Storage is available on the Unbreakable Linux Network (ULN) and the Oracle Linux yum server. For more 

information on hardware requirements and how to install and configure Gluster, please review the Gluster Storage for 

Oracle Linux Documentation. 

For more information about Oracle Linux, visit oracle.com/linux and blogs.oracle.com/linux. 
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