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PURPOSE STATEMENT 

This document provides an approach for deployment of Oracle Linux Cloud Native Environment 

on Oracle Private Cloud Appliance and Oracle Private Cloud at Customer. The end result is 

deployment of Oracle Container Runtime for Docker in multiple virtual machines with Oracle 

Container Services for use with Kubernetes managing the containers. 

 

DISCLAIMER 

This document in any form, software or printed matter, contains proprietary information that is 

the exclusive property of Oracle. Your access to and use of this confidential material is subject 

to the terms and conditions of your Oracle software license and service agreement, which has 

been executed and with which you agree to comply. This document and information contained 

herein may not be disclosed, copied, reproduced or distributed to anyone outside Oracle without 

prior written consent of Oracle. This document is not part of your license agreement nor can it 

be incorporated into any contractual agreement with Oracle or its subsidiaries or affiliates. 

This document is for informational purposes only and is intended solely to assist you in planning 

for the implementation and upgrade of the product features described. It is not a commitment to 

deliver any material, code, or functionality, and should not be relied upon in making purchasing 

decisions. The development, release, and timing of any features or functionality described in this 

document remains at the sole discretion of Oracle. 

Due to the nature of the product architecture, it may not be possible to safely include all features 

described in this document without risking significant destabilization of the code. 
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INTRODUCTION 

Oracle Private Cloud Appliance (PCA) is an Oracle Engineered System 

designed for rapid deployment of private cloud. Compute resources, 

network hardware, storage providers, operating systems and applications 

are engineered to work together but managed and operated as a single 

unit.  

Oracle Private Cloud at Customer enables Oracle and non-Oracle 

applications to run in customersô data centers, with infrastructure managed 

by Oracleôs cloud experts. Oracle Private Cloud at Customer comes pre-

configured according to best-practices that have been proven at hundreds 

of mission critical Oracle Private Cloud Appliance sites around the world. 

Oracle Private Cloud Appliance and Oracle Private Cloud at Customer fully 

support Oracle Linux Cloud Native Environment to easily automate 

deployment, scaling and management of application containers. Oracle 

Private Cloud Appliance includes premier support for Oracle Linux, which 

comes with support for OL CNE - Oracle Container Runtime for Docker and 

Oracle Container Services for Use with Kubernetes.  

Components in Oracle Linux Cloud Native Environment are made available 

via Oracle Linux yum server or Oracle Container Registry. 

Oracle Container Runtime for Docker allows you to create and distribute 

applications across Oracle Linux systems and other operating systems that 

support Docker. Oracle Container Runtime for Docker consists of the 

Docker Engine, which packages and runs the applications, and integrates 

with the Docker Hub, Docker Store and Oracle Container Registry to share 

the applications in a Software-as-a-Service (SaaS) cloud. Oracle Container 

Registry is the trusted source of Oracle software packaged as Docker 

Container images. 

Kubernetes is used to manage containers running on a containerization 

platform deployed on several systems. On Oracle Linux, Kubernetes is 

currently only supported when used in conjunction with the Docker 

containerization platform. Therefore, each system in the deployment must 

have the Docker engine installed and ready to run. Support of Oracle 

Container Services for use with Kubernetes is limited to usage with the 

https://yum.oracle.com/
https://container-registry.oracle.com/
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latest Oracle Container Runtime for Docker version available in the 

ol7_addons repository on the Oracle Linux yum server and in the 

ol7_x86_64_addons channel on ULN. 

Oracle Enterprise Manager 13c is the recommended management 

framework for managing Oracle Infrastructure Software and Oracle 

Engineered Systems. Oracle Enterprise Manager is a complete, integrated 

and business-driven enterprise cloud management solution. 

This paper will discuss the following approach to deploy a multi-node 

Kubernetes cluster on Oracle Private Cloud Appliance and Oracle Private 

Cloud at Customer: 

¶ Use Oracle Linux Virtual Appliances to deploy Oracle Linux VMs and 

then using yum to install docker-engine on each VM.  

¶ Use kubeadm-setup.sh script to deploy Kubernetes master and 

worker nodes by downloading images from Oracle Container 

Registry. 

RESOURCE REQUIREMENTS 

On Oracle Private Cloud Appliance, we will deploy Oracle Linux 7 VMs to function as Master and 

Worker nodes in the Kubernetes cluster. In this paper, we deploy a 2 node cluster ï one master 

node and one worker node. 

¶ Each node in the Kubernetes cluster requires at least 2 GB of RAM and 2 or more CPUs to 

facilitate the use of kubeadm  and any further applications that are provisioned using 

kubectl . 

¶ A storage volume with at least 5 GB free space must be mounted at /var/lib/kubelet  on 

each node.  

¶ For the underlying Docker engine an additional volume with at least 5 GB free space must be 

mounted on each node at /var/lib/docker . 

¶ Ensure each node has a unique UUID. 

 

 

[root@kube - master ~]# dmidecode - s system - uuid  

0004fb00 - 0006 - 0000 - a6c3 - 6e4d06e5fa16  

 

[root @kube- worker  ~]# dmidecode - s system - uuid  

0004fb00 - 0006 - 0000 - 658a - 18bd874e86d1  

 

STEPS COMMON TO EACH NODE IN CLUSTER 

1. Install Docker Engine on all nodes 
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For installations on Oracle Private Cloud Appliance, Oracle VM Manager GUI can be 

used to create VMs.  

 

Follow the instructions (with following notes) in this blog for step by step instructions on how to 

install Docker Engine on an Oracle Linux 7 Virtual Machine on Oracle Private Cloud Appliance.  

 

Note: As stated in the requirements, we need 5 GB free space mounted at /var/lib/docker  

and at /var/lib/kubelet .  

 

For this reason, in Step 2 of the above referenced blog, also add 2 Virtual disks of 5GB each 

while editing the VM after cloning from the Virtual Appliance. 

 

Add virtual disks to the VM 

While editing the VM, go to óDisksô tab and Choose óVirtual Diskô from the Disk Type drop down. 

 

 

 
Fig 1: Editing VM to attach Virtual Disks 

https://blogs.oracle.com/oracle-systems/deploy-oracle-container-runtime-for-docker-on-oracle-private-cloud-appliance
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Fig 2: Virtual Machine cloned from OL7 Template and edited to add 2 Virtual Disks of 5 GB each 

Note: For Step 5 in the blog, you can use one of the 2 Virtual Disks created above as dedicated 

storage for Docker filesystem.  This is covered in the next section of this paper. 

 

For installations on Oracle Private Cloud at Customer, Oracle Enterprise Manager should be 

used for all IaaS activities.  

Here are the steps to set up Oracle Linux Virtual Machines using EM Self-Service portal 

 
Fig 3: Log in to EM Self Service Portal  
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Fig 4: Choose Deploy -> Assembly to initiate creation of VM from OL assembly 

 
Fig 5: Assembly Deployment: Instance details ï select source image, VM name 

 

` 
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Fig 6: Attach the NIC to a network on public VLAN in order to access Internet 

 

 
Fig 7: Add 2 storage disks each of 5 GB for setting up Docker and kubelet filesystems 
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Fig 8: Review and Click Submit to finish  

After you see the VM successfully created and started, follow the steps below to configure storage for 

Docker and Kubelet filesystems.  

 

2. Configure Storage for Docker (mount at /var/lib/docker) 

 

The docker - engine  package includes docker - storage - config  utility that can help you to 

configure storage correctly for a new Docker deployment. For details, please follow instructions in 

Oracle Container Runtime for Docker Userôs Guide 

 

 
[root@kube - master ~]# lsblk  

 

NAME    MAJ:MIN RM  SIZE RO TYPE MOUNTPOINT  
xvdc    202:32   0    5G  0 disk  
xvda    202:0    0   15G  0 disk  
ʂɼxvda2 202:2    0    4G  0 part [SWAP] 
ʂɼxvda3 202:3    0 10.5G  0 part / 
ʀɼxvda1 202:1    0  502M  0 part /boot 
xvdb    202:16   0    5G  0 disk  
 
# Creating Partition on the device xvdb  
  
[ root@kube - master ~]# fdisk /dev/ xvdb  
 
Welcome to fdisk (util - linux 2.23.2).  
 
Changes will remain in memory only, until you decide to write them.  
Be careful before using the write command.  
 
Device does not contain a recognized partition table  
Building a new DOS disklabel with disk identif ier 0xb73d0f0a.  
 
Command (m for help): m  
Command action  
   a   toggle a bootable flag  
   b   edit bsd disklabel  
   c   toggle the dos compatibility flag  
   d   delete a partition  
   g   create a new empty GPT partition table  
   G   create an IRIX (SGI) par tition table  

https://docs.oracle.com/cd/E52668_01/E87205/html/docker_install_upgrade_storage.html
https://docs.oracle.com/cd/E52668_01/E87205/html/docker_install_upgrade_storage.html
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   l   list known partition types  
   m   print this menu  
   n   add a new partition  
   o   create a new empty DOS partition table  
   p   print the partition table  
   q   quit without saving changes  
   s   create a new empty Sun disklabel  
   t   change a partition's system id  
   u   change display/entry units  
   v   verify the partition table  
   w   write table to disk and exit  
   x   extra functionality (experts only)  
 
Command (m for help): p 
 
Disk /dev/xvdb: 5368 MB, 5368709120 bytes, 10485760  sectors  
Units = sectors of 1 * 512 = 512 bytes  
Sector size (logical/physical): 512 bytes / 512 bytes  
I/O size (minimum/optimal): 512 bytes / 512 bytes  
Disk label type: dos  
Disk identifier: 0xce316206  
 
    Device Boot      Start         End      Blocks   I d  System  
Command (m for help): n 
Partition type:  
   p   primary (0 primary, 0 extended, 4 free)  
   e   extended  
Select (default p): p 
Partition number (1 - 4, default 1):  
First sector (2048 - 10485759, default 2048):  
Using default value 2048  
Last sector, +sec tors or +size{K,M,G} (2048 - 10485759, default 10485759):  
Using default value 10485759  
Partition 1 of type Linux and of size 5 GiB is set  
 
Command (m for help): w 
The partition table has been altered!  
 
Calling ioctl() to re - read partition table.  
Syncing disk s.  
 
#List Block Devices  
 
[root@kube - master ~]# lsblk  
NAME    MAJ:MIN RM  SIZE RO TYPE MOUNTPOINT  
xvdc    202:32   0    5G  0 disk  
xvda    202:0    0   15G  0 disk  
ʂɼxvda2 202:2    0    4G  0 part [SWAP] 
ʂɼxvda3 202:3    0 10.5G  0 part / 
ʀɼxvda1 202:1    0  502M  0 part /boot 
xvdb    202:16   0    5G  0 disk  
ʀɼxvdb1 202:17   0    5G  0 part 
 

Fig 9: Create a new block device on virtual disk to configure Docker storage 

To automatically set up your Docker storage, before installation, run docker - storage - config  as 

root: 

[root@kube - master ~]# docker - storage - config - s btrfs - d 

/dev/xvdb1  

 

Creating 'btrfs' file system on: /dev/xvdb1  

Substitute /dev/xvdb1 with the path to the block device that you attached as dedicated storage. 

This can be verified by looking for the new entry in file /etc/fstab as shown in Figure below. 



 

12 WHITE PAPER / Deploy Application Containers on Oracle Private Cloud Appliance/Private Cloud at Customer 

 

Fig 10: /etc/fstab  file showing new entry added by docker - storage - config  

Finally start the docker service as shown in Step 6 and login to Oracle Container Registry as 

shown in Step 7 of the blog. 
 

 

3. Configure Storage for Kubelet (mount at /var/lib/kubelet) 

As per requirements, at least 5 GB of storage volume needs to be mounted at /var/lib/kubelet. We will 

use the Virtual Disk created in above step for this purpose  

 
[root@kube - master ~]# lsblk  

 

NAME    MAJ:MIN RM  SIZE RO TYPE MOU NTPOINT 
xvdc    202:32   0    5G  0 disk  
xvda    202:0    0   15G  0 disk  
ʂɼxvda2 202:2    0    4G  0 part [SWAP] 
ʂɼxvda3 202:3    0 10.5G  0 part / 
ʀɼxvda1 202:1    0  502M  0 part /boot 
xvdb    202:16   0    5G  0 disk  
ʀɼxvdb1 202:17   0    5G  0 part /var/lib/docker  
 
# Creating Partition on the device xvdc  
  
[ root@kube - master ~]# fdisk /dev/xvdc  
 
Welcome to fdisk (util - linux 2.23.2).  
 
Changes will remain in memory only, until you decide to write them.  
Be careful before using the write command.  
 
Device do es not contain a recognized partition table  
Building a new DOS disklabel with disk identifier 0xb73d0f0a.  
 
Command (m for help): n 
Partition type:  
   p   primary (0 primary, 0 extended, 4 free)  
   e   extended  
Select (default p): p 
Partition number (1 - 4, d efault 1):  
First sector (2048 - 10485759, default 2048):  
Using default value 2048  
Last sector, +sectors or +size{K,M,G} (2048 - 10485759, default 10485759):  
Using default value 10485759  
Partition 1 of type Linux and of size 5 GiB is set  
 
Command (m for help): w 
The partition table has been altered!  
 
Calling ioctl() to re - read partition table.  
Syncing disks.  
 
# List Block Devices  
 
[root@kube - master ~]# lsblk  
NAME    MAJ:MIN RM  SIZE RO TYPE MOUNTPOINT  
xvdc    202:32   0    5G  0 disk  
ʀɼxvdc1 202:33   0    5G  0 part  
xvda    202:0    0   15G  0 disk  
ʂɼxvda2 202:2    0    4G  0 part [SWAP] 
ʂɼxvda3 202:3    0 10.5G  0 part / 












