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Safe Harbor Statement

The following is intended to outline our general product direction. It is intended for
information purposes only, and may not be incorporated into any contract. It is not a
commitment to deliver any material, code, or functionality, and should not be relied upon
in making purchasing decisions. The development, release, timing, and pricing of any
features or functionality described for Oracle’s products may change and remains at the
sole discretion of Oracle Corporation.
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Introducing...
Autonomous Health
Framework
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x B AHF (82 0ORAchk/EXAchk)

Quarterly release cycle

Follow similar release number formatting to
DB

Current release 21.2
BRIAFEGRID—iT Lo 4t
Available for install from database homes
Updated via Release Updates

o] [ MMy Oracle Support (MOS):
TE
Y Fi4s Gl Homes T4 T



https://support.oracle.com/epmos/faces/DocContentDisplay?id=1513912.1&parent=slides&sourceId=ooo2018slides
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e 45 FR 5 8 2k (Preferred)
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2. Unzip

5 FBrootf S #7./ahf_setup | st
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TFA TS f74E

Command line Shell
EomSiTiEErEm<iEn 1 REMENLETX

2. MshellRizfrap<
[tfactl <command> ] tfactl

tfactl > database MyDB
MyDB tfactl > oratop

Menu REST
%ﬁ%ﬁ%ﬁﬁﬁ,ﬁﬁﬁﬁgﬁfm EITHTTPSIA A &4
g~

[tfactl menu ] \tfactl rest -start J

:https://host:port/ords/{api} ]
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TFA T & Z%}ﬂ ] ,%\ﬁﬁ‘ [\EJ %Tj\_ tfactl <tool>

Tool Description

ORAchk or
EXAchk

1R ffOracletfEtL FIZT TR IS E.

Oracle Trace File Analyzer will install: -

e EXAchk for Engineered Systems, see document for more details

* ORAchk for all non-Engineered Systems, see document for more details

OSWatcher

OswatcherlU EFARIRER Figdr, XEXN T LA T S IRF MM aE ) FIEEH H.
See document for more details

oratop

RIS B E L. See document for more details.

alertsummary

REKRBE T RN TR SN EIEESASMER XN EHREE

s Lists all files TFA knows about for a given file name pattern across all nodes
pstack Generate process stack for specified processes across all nodes
grep Search alert or trace files with a given database and file name pattern, for a search string.
summary |Provides high level summary of the configuration

ZE



https://support.oracle.com/epmos/faces/DocContentDisplay?id=1070954.1
https://support.oracle.com/epmos/faces/DocContentDisplay?id=1268927.2
https://support.oracle.com/epmos/faces/DocContentDisplay?id=301137.1
https://support.oracle.com/epmos/faces/DocContentDisplay?id=1500864.1

TFA T B & B F57H7[a]

Vi Opens alert or trace files for viewing a given database and file name pattern in the vi editor

tail Runs a tail on an alert or trace files for a given database and file name pattern
param ErEiEEEANLENMBEEENRERSESI

dbglevel Sets and unsets multiple CRS trace levels with one command

history Shows the shell history for the tfactl shell
changes |REELTHEBRRNRFEEFTNEN. XEFHIEESR. BERSGSHAN AT
calog Reports major events from the Cluster Event log
events EEB SR EINESFBER
managelogs |2~ = B R EAIF/ERADRHE EFIER ER 4

S Finds processes

triage Summarize oswatcher/exawatcher data
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YA \/\ \Ir as E E [root@rac%9node1 rac:l?model]# ‘ e A, B .
;I;/, 'Lﬁ} — = [root@racl9nodel racl9nodel]# tfactl diagcollect —-from "2021-10-19 09:00:00" -to "2021-10-19 09:50:00"
= H /e ::l: WARNING — TFA Software is older than 180 days. Please consider upgrading 1FA to the latest version.

Collecting data for all nodes
Scanning files from oct/19/2021 09:00:00 to oct/19/2021 09:50:00

Run ( tfactl diagcollect Collection Id : 20211019105049racl9nodel

C)R Detailed Logging at : /u0l/app/grid/tfa/repository/collection Tue Oct 19 10 50_49 CST 2021 node_all/dia
gcollect 20211019105049 raclS9nodel.log

2021/10/19 10:50:52 CST : NOTE : Any file or directory name containing the string .com will be renamed

to replace .com with dotcom

Run [tfactl SERTSISRINSTSA SN > 021 /10/19 10:50:52 CST : Collection Name : tfa Tue Oct 19 10 50 49 CST 2021.zip

2021/10/19 10:50:52 CST : Collecting diagno)tch from hosts : [racl9node2, racl9nodel]

2021/10/19 10:50:52 CST : Scanning of files for Collection in progress...

()FQ 2021/10/19 10:50:52 CST : Collecting additional diagnostic information...

2021/10/19 10:50:57 CST : Getting list of files satisfying time range [10/19/2021 09:00:00 CST, 10/19/2

021 09:50:00 CST]

RUH tfactl dlagcollect a2 021/10/19 10:51:09 CST : Collecting ADR incident files...

2021/10/19 10:53:04 CST : Completed collection of additional diagnostic information...

2021/10/19 10:53:05 CST : Completed Local Collection

2021/10/19 10:53:05 CST : Remote Collection in Progress...

2. Upload resulting zip file to SR

!

———————————— -4
| Host | Status | Size | Time |
———————————— t—————————————————— e ——————}
| racl9node2 | Failed Collection | | |
| racl9nodel | Completed | 5.4MB | 133s |
f—————— +—————————————— +——————— +—————— '

Logs are being collected to: /ulOl/app/grid/tfa/repository/collection Tue Oct 19 10 50 49 CST 2021 node
all
/u0l/app/grid/tfa/repository/collection Tue Oct 19 10 50_49 CST 2021 node all/racl9nodel.tfa Tue Oct_ 19
10 _50_49 CST _2021.zip
[root@racl9nodel racl9nodel]#
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— Service Request Data Collections (SRDCs)

FaE

1. Generate ADDM reviewing (multiple steps)

2. ldentify “good” and “problem” periods and gather AWR
reviewing (multiple steps)

3. Generate AWR compare report (awrddrpt.sgl) using “good” and
“problem” periods

4. Generate ASH report for “good” and “problem” periods

reviewing (multiple steps)
5. Collect OSWatcher data reviewing (multiple
steps)

6. Collect Hang Analyze output at Level 4

7.  Generate SQL Healthcheck for problem SQL id using
(multiple steps)

8. Run support provided sql scripts — Log File sync diagnostic
output using (multiple steps)

9. Check alert.log if there are any errors during the “problem”
period

10. Find any trace files generated during the “problem” period
11.  Collate and upload all the above files/outputs to SR

29

—ZTFA SRDCHn4 B SEALIN S

1. Run

ANY

tfactl diagcollect -srdc dbperf
[-sr <sr number>]



https://mosemp.us.oracle.com/epmos/faces/DocumentDisplay?parent=DOCUMENT&sourceId=2151572.1&id=1680075.1
https://mosemp.us.oracle.com/epmos/faces/DocumentDisplay?parent=DOCUMENT&sourceId=2151572.1&id=1903158.1
https://mosemp.us.oracle.com/epmos/faces/DocumentDisplay?parent=DOCUMENT&sourceId=2151572.1&id=1903145.1
https://mosemp.us.oracle.com/epmos/faces/DocumentDisplay?parent=DOCUMENT&sourceId=2151572.1&id=301137.1
https://mosemp.us.oracle.com/epmos/faces/DocumentDisplay?parent=DOCUMENT&sourceId=2315692.1&id=1366133.1
https://mosemp.us.oracle.com/epmos/faces/DocumentDisplay?parent=DOCUMENT&sourceId=2315692.1&id=1064487.1
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Events HFHREE B ETPEHEINELSNER

[root@racl9node2 ~]1# tfactl events
baSh_41# tfaCtI events WARNING — TFA Software 1s older than 180 days. Please consider upgrading TFA to the latest v

~sion.

Output from host : mysej

|PJF() _2 Output from host : racl9nodel
ERROR 2
WARNING :0 Event Sunmmary:

Event Timeline: Lo
[Oct/18/2018 02:38:25.0 Event Tineline:

(nulmal)

[ 1220z 00:01:80.0001 [asdacuils gowmminy ohmins tomgres, (et

Oc t/lQ/202l 10: : Reconfiguration
Zr7cxz_rc [Oct/19/2021 l? 5. lB.ODQ]: sm.+AS : Starting ORACLE instance

[Oct/18/2018 02:38:25.0 |
[ksprcvsp?2], [159699358

Output from host : racl9node2

[Oct/18/2018 02:38:37.0(
/scratch/app/oradb/dia g imnary:
2703.1rcC InNEo 7

RROR R

[0ct/18/2018 02:38:37.0 (Gt
[ktfbtgex-7], [1015817], [ ettt

0, new inc 2)
(nnzmdl)

ct/19/2021 10:13:22.000]1: 3 Sm. S : Reconfiguration started (old inc 0, new inc 2)

[Oct/18/2021 15:16:19.000]: [asm.+ASM2]: Starting ORACLE instance (normal)

[Ofu/l 3/2021 15:16: 43.000]: [asm.+ASM2]: Reconfiguration started

(old inc 0, new inc 2)

[Oct/18/2021 15:16:33. 0]: [asm.+ASM2]: Incident details in: /u0l/app/grid/diag/asm/+asm/+A

SM2/incident/incdir ABA 30/+ASM2 ora 9032 i43480.trc

[kfxrValA

[Oct/18/2021 15:10:33.000]: [asm.+ASMZ2]: ORA-00000: internal error code, arguments:

cd30], [DATA]l, [1], [4], 134] [5], [13”’_ ", 3 [ F—d—

[kfrvalA

[
[Oct/18/2021 15:16:35.000]: [dum +ASM2] 4 ORA-00600: internal error code, arguments:

Cd}\O},»[f‘AA], [l]r_[4 [J- ] [5]1 lj"ll Llr, Lly L1 L1 L]
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changes | TR S HIBEMNSHE
-bash-41# tfactl changes

CDUtFMthrOrT]k“DSt: rﬂ[root@rac19nodel racl9nodel]

WARNING - TFA Software is older
t version.

[0ct/17/2018 04:54:1]
[Oct/17/2018 051215 Se= Rt

=
~J

racl9nodel

Oct/19/2021 1021321 Parameter:

Q=155
i 5 JoJ s S

Parameter:
Parameter:
10=13= Parameter:
Oet/19/2021 10:13:16- Parameter:
8d4-0ecleb7962el => aaa4ce20 ccec-48dd-
[Oct/19/2021 10:13:16.346]: Parameter:
[Oct/19/2021 10:13:16.346]: Parameter:

Oct/19/2021

[

2
[Oct/19/2021
[
[Oct/19/2021

[

£ [ X

/(o]

# tfactl changes
than 180 days.

Please consider upgrading TFA to the lates

.epoll.max user watches: Value: 734444 => 114093
s.inode-nr: Value: 37449\t1734 => 41885\t419
kernel.ns last pid: Value: 25854 => 7194
kernel.pty.nr: Value: 3 => 1
kernel.random.boot id: Value:
8dd1-e39650d8fb3f
kernel.random.entropy avail: Value: 3126 => 3073
kernel.random.uuid: Value: 8627f9a9-e0£3-4ba6-857b

0160cb2c-cd3c-42d6-b

—ee0c8cf97e63 => 3a793beb-b509-46f9-8f5e-d24ca996ecba

[Oct/19/2021 10:13:16.346]: Parameter:
ue: 4 => 6
[Oat/19/2021 10:13216.346]
st: Value: 66219 => 1178226
[Oct/19/2021 10:13:16.346]:
ue: 2 => 3
[Oct/19/2021 10:13:16.346]:
ue: 4 => o

Parameter:

Parameter:

Parameter:

kernel.sched domain.cpuO.domain0.max interval: Val

kernel.sched domain.cpul.domainO.max newidle 1lb co

kernel.sched domain.cpul.domainO.min interval: Val

kernel.sched domain.cpul.domainO.max interval: Val:)
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-bash-4.1# tfactl alertsummary

[root@racl9nodel racl9nodel]# tfactl alertsummary

0h A
= E == 5
altersummary i FIREEBEHR BRI NS EM

iz

—

Hix, 5 H X R gYtrace B 7& XX

WARNING - TFA Software is old€T Thianl 10U days. Please consider upgrading TFA to the lat

Output from host racl9nodel

Reading /u0l/app/grid/diag/asm/+asm/+ASM1/trace/alert +ASMI:

+—+—+—+—+—+—+—+—+—F+—F—F—F—+—t—+t—+—F—+—+—+—+—+—+—F+—+—+—+—+—

Database s

Ora-7445=0, Ora-700=0

Warning: Only FATAL errors reported
Narning: These errors were seen and NOT reported
Ora-15173 Ora-15032 Ora-15017 Ora-15013 Ora-15477

Database started
Ora-00600 [kfrValAcd30
Ora-00600 [kfrValAcd30
Ora-00600 [kfrValAcd30
Ora-00600 [kfrValAcd30
» Ora-00600 [kfrValAcd30
Ora-00600 [kfrValAcd30

Database started

Ora-00600 [kfrValAcd30]
Ora-00600 [kfrValAcd30]
Ora-00600 [kfrValAcd30]

Database started
Ora-00600 [kfgFinalize 2
5 Ora-00600 [kfgFinalize 2
3} Ora-00600 [kfgFinalize 2
Ora-00600 [kfgFinalize 2
Ora-00600 [kfgFinalize 2
Ora-00600 [kfgFinalize 2

Database started

+ASM2 ora_7337.trc
+ASM2 ora_7337.trc
+ASM2 ora_ 7337.trc
+ASM2 ora_22223.trc
+ASM2 ora_22223.trc
+ASM2_ora_22223.

+ASM2 ora 22660.
+ASM2_ora_22660.
+ASM2 ora 22660.

+ASM2 ora 8729.trc
+ASM2 ora 8729.trc
+ASM2 ora 15947.trc
+ASM2 ora 15947.trc
+ASM2 ora 30877
+ASM2 ora 30877.
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tfactl search -json ‘{"data_type":"event"}

- I PTE ] RV BUESR AL

[tfactl search -showdatatypes ]




TCEIERS RIEe

- T FEETFAR S| AR TEEE S TR R

[tfactl search -showdatatypes|-json [json_details] ]

- AR E R ERREUEERNAEEH:

tfactl search -json

9

"data_type":"event",

"content":"oracle",
"database":"racllg",
"from":“10/01/2018 00:00:00",
"to":"10/21/2018 00:00:00"

}I

\_ J
35
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K £Z£ ORA-00600 SRDC

bash-41$ ./tfactl diagcollect -srdc ORA-00600
Enter the time of the ORA-00600 [YYYY-MM-DD HH24:MI:SS,=ALL]:

Enter the Database Name [=ALL]:

1. Oct/18/2018 02:38:37 : [0gg11204] ORA-00600: internal error code, arguments: [ktfbtgex-
7], [1015817], [1024], [1015816], [, [1, {1, {1, [1, [1, [1 []

2. 0ct/18/2018 02:38:25 : [0gg11204] ORA-00600: internal error code, arguments:
[ksprevsp2], [1596993584], [, [1, [1, [, [, {1, {1, {1, {1, {1

Please choose the event : 1-2 [1]

36



K £Z£ ORA-00600 SRDC

Selected value is : 1( Oct/18/2018 02:38:37 )

Scripts to be run by this srdc: ipspack rdahcve1210 rdahcve1120 rdahcvell10
Components included in this srdc: OS CRS DATABASE

Collecting data for local node(s)

Scanning files from Oct/17/2018 20:38:37 to Oct/18/2018 08:38:37
WARNING: End time entered is after the current system time.

Collection Id : 20181018032251myserver69

Detailed Logging at :
/scratch/app/oragrid/tfa/repository/srdc_orab600_collection_Thu_Oct_18_03_22_31_PDT_20
18_node_local/diagcollect_20181018032231_myserver69.log

2018/10/18 03:22:36 PDT : NOTE : Any file or directory name containing the string .com will
be renamed to replace .com with dotcom




A e e S AT
K £Z£ ORA-00600 SRDC

Collection Summary |

F e F e o TR o T +
Host | Status | Size | Time |

F e F e o TR o TR +
myserver69| Completed| 2MB | 97s |

PR S (T o e '

Logs are being collected to:
/scratch/app/oragrid/tfa/repository/srdc_ora600_collection_Thu_Oct_18_03_22_31_PDT_2018_no

de local

/scratch/app/oragrid/tfa/repository/srdc_ora600_collection_Thu_Oct_18_03_22_31_PDT_2018_no
de_local/myserver69.tfa_srdc_ora600_Thu_Oct_18_03_22 31 _PDT_2018.zip
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SRR L e T G S
ORAchk/EXAchk #5441

B TRBETRACEES B E
. REER B EAYHR {48 A0
[tfactl orachk/exachk -set “NOTIFICATION_EMAIL=SOME.BODY@COMPANY.COM |

Subject: First : Oracle orachk Assessment Report for orachkrun

I Message | @ orachk_randomadm07_dm_012516_141503.htm (2 MB)

1

Please find Oracle orachk Assessment Report for orachk run

Y



ORAchk/EXAchk

! Show Critical checks only

j:& —— « |l Show Failed checks only
l I + Show checks with the following status:

I# Critical ! Fail [/ warning L/ Info [/ Pass [ All

+ Show details of the following regions:
¢ Maximum Availability Architecture (MAA) Scorecard
¥ Enterprise Manager
¥ Patch Recommendation
# Skipped Checks
#| Component Elapsed Times
# Clusterwide Linux Operating system health check{VMPScan}
# Top 10 Time Consuming Checks

« Show details of the checks:
Expand All ® Collapse All

« Show Check Ids

« Remove finding_from report

« Printable View

Database Server

Status Type Message Status On Details
CRITICAL | O5 Check One or more network card used by clusterware do not have HOTPLUG=NO All Database Servers | View
CRITICAL | Database Check | The RMAN snapshot control file location is not shared on all database nodes in the cluster | All Databases View

Cluster Wide

|Status|Type|Message|Status On|Details|

Top

Maximum Availability Architecture (MAA) Scorecard

Outage Type Status | Type Message Status On Details

iz CRITICAL | SQL Check | The data files should be recoverable | ogg11204
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[tfactl set notificationAddress=john.doe@oracle.com ]

. R EHIORACLE homei& & & e -l 4- -

[tfactl set notificationAddress=oracle:another.person@oracle.com]




o'l vodafone UK = 18:35 A 4 R 73% @)

FiEAl C v

Event: *ORA-00600*
Event time: Thu Sep 13 10:17:18 PDT
2018

File containing event: /scratch/app/
oradb/diag/rdbms/0gg11204/
0gg112041/trace/alert_ogg112041.log

String containing event: ORA-00600:
internal error code, arguments:
[ktfbtgex-7], [1015817], [1024],

[1015816], 1, [1, O, 01, 01, O, 0, I

Logs will be collected at: /opt/
oracle.tfa/tfa/repository/
auto_srdcORA-00600_2018_09_13T1
0_0718_node_myserverc9
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——Collections Manager

AHF Collection Manager 21.2
requires:

=> APEX 20.2 or higher

=> ORDS 21.1 or higher

=> Oracle Database 11.2.0.4 or
higher. Recommended Version:
19c.

45

Oracle Health Checks Co
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Checks by Systems
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Oracle Health Checks Collection Manager

Home  Collections

Collections

Collection Date

~

Report View Incidents

o Incident Collection Name

02-AUG-2021
09:03:58
01-AUG-2021
10:06:02
31-JUL-2021
09:05:44
30-JUL-2021
09:04:04

29-JuL-2021
09:06:1
28-JUL-2021
09:04:03
27-JUL-2021
09:06:08
26-JUL-2021
09:03:57

26-JUL-2021
07:59:00

26-JUL-2021
02:04:00
25-JUL-2021
10:05:58
25-JUL-2021
03:05:00
24-JUL-2021

el

e

slc17uom ahfcmdb 080221 09032
autostart client oratier1

slc17uom ahfcemdb 080121100353
autostart client

slc17uom ahfcmdb 073121 090321
autostart client oratierl

slc17uom ahfemdb 073021090354
autostart client oratier1

slc7uom ahfemdb 072921 090314
autostart client oratier?

slc17uom ahfemdb 072821090353
autostart client oratier?

slc17uom ahfemdb 072721 090319
autostart client oratier?

slc17uom ahfemdb 072621 090328
autostart client oratier?

den03cgw cdb19c 072621 075732

den03cgw cdb19c 072621 020341
autostart client oratier1

slc17uom ahfcmdb 072521100328
autostart client

den03cgw cdb19c 072521 030353

Audit Checks

Profiles

oratierl

All

oratier]

oratier]

oratier]

oratier1

oratier]

oratierl

All

oratierl

Alert
Flag

=]
-
(57

=]

AEAAERAARABAEA

o

ot

Administration

Score Fail# Warning# Info# Pass# Ignores#
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24 admin

BU/SYS Info

DEFAULT:

DEFAULT:

DEFAULT:

DEFAULT:

DEFAULT:

DEFAULT:

DEFAULT:

DEFAULT:

DEFAULT:

DEFAULT:

DEFAULT:

DEFAULT:

slc17uom

slc17uom

slc17uom

slc’7uom

slci7uom

slci7uom

:slc7uom

slci7uom

denO3cgw

denO3cgw

slc17uom

den03cgw

> Home

Version / User

21.2.0(beta)_20210712 /
root
21.2.0(beta)_20210712 /
root
21.2.0(beta)_20210712 /
root
21.2.0(beta)_20210712 /
root
21.2.0(beta)_20210712 /
root
21.2.0(beta)_20210712 /
root
21.2.0(beta)_20210712 /
root
21.2.0(beta)_20210712 /
root

21.2.0_20210726 / root

21.2.0(beta)_20210712 /
root

21.2.0(beta)_20210712 /
root

21.2.0(beta)_20210712 /

@ Help

More
Info
More
Info
Mare
Infa
More
Info
More
Info
More
Info
Mare
Info
More
Info
More
Info
More
Info
More
Info
More
Info

More

%, My Oracle Support (5 Logout

Search for collection

Clear[ Clear ]

Filter by Profiles

~

Ignore Data Interval
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ORA-600 Troubleshooting Tool (Doc ID 1521912.1)

ORA-600 Troubleshooting Tool

Hide All || Show All

The ORA-600 Troubleshooting tool will provide recommendations to resolve ORA-600 errors by analyzing uploaded files. When a known solution is available, the tool will display the
symptoms and causes which can lead to the issue and one or more suggestions for resolving the issue. If a known solution is not available, the tool will display the knowledge document
which explains the ORA-600 error and provides a list of resolved bugs for the ORA-600 error.

Benefits of using the ORA-600 Troubleshooting tool:

» Analyzes uploaded files to provide recommendations when a known solution is available

* When a known solution is unavailable, points to knowledge document for the specified ORA-600 error
* Troubleshooting report can be saved for later use

* Create SR option available which will automatically populate many of the SR fields

Accessing the ORA-600 Troubleshooting Tool

[ Click here to access the Troubleshooting Tool (Standalone Version). J

* Note: The Troubleshooting Tool can also be accessed during SR creation when the "ORA-600" error AND the arguments is entered in the "Error Codes" field. This is
referred to as the "Create SR Version" below.
+ Note: Some tool features are only available with the Standalone Version and are designated as "Standalone Version Only" below.

Using the Troubleshooting Tool



ORACL_E My ORACLE SUPPORT

| Dashboard | Knowledge | Service Requests | Patches & Updates

Switch to Cloud Support @ Gareth (Available) « (0)  ContactUs Help

More... w &J @V ,O

ORA-00600-Troubleshooting Tool

Describe Problem Upload Files Review Recor_nmendations

What is the Problem? 2

What would you like to do ? (@) Troubleshoot a new issue
Review a troubleshooting report

Give Feedback...

Back | Step1lof3 Next I Cancel I

& Tip |

This tool will provide recommendations to resolve
ORA-600 issues based on details found in the
uploaded IPS or Trace/Incident files. Click
Document 1521912.1 to see why you should use
this tool!

To fully benefit from this tool all requested files
should be uploaded to this tool. For details
regarding the requested files and how to obtain
them, see Document 1521912.1 (ORA-600
Troubleshooting Tool).

If you don't have a trace file please use the
Document 153788.1 (ORA-600 / ORA-7445 Error
Look-up Tool).

Press the NEXT button to continue.

Guided Resolution is alwavs available from
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Last Login: October 8, 2021 3:13 AM UTC Switch to Cloud Support @ Xidong (Available) « (0)

Contact Us Help =

P

Give Feedback... _

\ ORA-00600-Troubleshooting Tool
[, . i

Describe Problem Upload Files Review Recommendations

Upload Files

Choose the radio button for one of the below sets of requested files to use for troubleshoating
-Diagnostic files will be analyzed and a personalized solution will be provided if exists

-5R fields will be automatically populated if you choose to create an SR

Click the UPLOAD button after choosing files from your local file system to use for troubleshooting.

Refer to Document 1521912.1 to see why you should use this tool.

Note: Do not submit any personal information of European residents, protected health information subject to HIPAA, or any other sensitive personal information (such as payment card data) that requires
protections greater than those specified in the Oracle GCS Security Practices.

Select File Group @ * TFA package (Recommended approach.) 2 | S5EST#E | FsiBfHaci

Select File Group O * IPS Package -2 5"  ASSEEEHT
* tracefile 2 | EEVE | FSEREHEIH

Select File Group O . ,
Alertlog(Optional) 2 | iEZETE  FsiEEEH

Upload o

Back | Step2of3  Next | Cancel

o F

To obtain the most accurate diagnosis,
upload the requested files.

Ensure you are uploading the correct files
from the instance in which you are having
issues. File upload combinations are:

- TFA is the recommended approach and
will gather all relevant diagnostics for the
problem using one command "tfactl
diagcollect -srdc ora600". For more
information refer to TFA Document
Document 2165632.1

- Incident Packaging Service (IPS)
package or any archive file containing
trace files with the error

- Alert log AND Incident dump file
(Release 11g or higher)/Trace file (Prior to
Release 11g)

For details regarding the requested files
and how to obtain them, see Document
1521912.1 (ORA-600 Troubleshooting
Tool).

If you don't have a trace file please use
the Document 153788.1 (ORA-600 / ORA-
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Dashboard )| Knowledge ) Service Requests ) Patches & Updates

Switch to Cloud Support @ Gareth (Available) « 24 (0)

Contact Us Help =

0

ORA-00600-Troubleshooting Tool

Describe I;roblem Upload I_=|'|es Review Recommendations

Give Feedback...

Back = Step 3 of 3 Finish ] Restart I

Troubleshoot a new issue: ORA-00600

Enter a report name and click 'Save'

Save I

Copyright (c) 2018, Oracle. All rights reserved. Oracle Confidential.

ORA-600 [ ktfbtgex-7] "Bitmap Managed Extent goes past end of file" (Doc
ID 178643.1)

Modified: 04-Aug-2018  Type: REFERENCE =)

v) To Bottom

= o &

Note: For additional ORA-60@ related information please read Document:1092832.1

This article represents a partially published OERI note.

It has been published because the ORA-60@ error has been reported
in at least one documented bug and/or confirmed Support Related Article.

Therefore, the SUGGESTIONS section of this article may help
in terms of identifying the cause of the error.

4 Tip ‘

Based on the data available, it was not possible to
identify a known bug or solution. A knowledge
document containing details for the error is
provided when available. In most cases the
knowledge document will contain a list of known
bugs which have been resolved for the error.

For further assistance click on the 'Create SR’
button below to log an SR with Oracle Support.

Help us improve this tool by providing feedback
using the feedback form on this page.
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START HERE WHAT'S INCLUDED WHAT'S NEW USER GUIDE FAQ SUPPORT

Autonomous Health Framework (AHF)

Trace File Analyzer (TFA) & ORAchk/EXAchk

The Diagnostic Framework Every Good DBA Needs

=)

AUTOMATED RISK REDUCTION DIAGNOSTICS AT TIME OF FAILURE
Automatic proactive compliance checks warn of the most impactful problems before they Ensures you always get everything needed for resolution
impact you

Download AHF

Production version 21.2.3 now available

3
SINGLE DIAGNOSTIC INTERFACE ONE INTEGRATED FRAMEWORK

No need to learn the commands for many different tools All the diagnostic tools you need in one bundle that works together
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