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智能简化、完善稳定的Oracle数据库19c



• 世界上应用最广泛的数据库

• 可以从单个CPU 扩展到数千个CPU 

• 管理 OLTP 和数据仓库工作负载

• 企业级最安全、最高可用的数据库

• 19c 是业务系统目前使用Oracle数据库的最佳版本

Oracle 数据库 : 持续40年+的创新
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Oracle 数据库深受全球企业欢迎，强大的生态系统

3 Copyright ©  2022, Oracle and/or its affiliates
信息来源：DB-Engines，2022年 5月

人气指数系基于多项指标综合评定，包括：

• 提及数据库的招聘信息数量

• Stack Overflow 上有关数据库的技术问题数量

• 数据库在社交网络上的相关性

• 数据库的搜索频率

https://db-engines.com/


• Real Application Cluster
• Partitioning
• Label Security
• Spatial

• Multitenant
• Database In-Memory 
• Sharding
• Big Data SQL
• Big Data Connector

• Exadata storage smart scan
• Active Data Guard
• Audit Vault & Database Firewall
• Automatic SQL Tuning 
• Real Application Testing
• Secure Backup

• Oracle Data Guard
• Oracle Advanced Security
• Advanced Compression
• Automatic Diagnostic Monitor 

• Autonomous Data 
Warehouse-ADW

• Autonomous Transaction  
Processing-ATP

9i
10g

11g

12c

18c

19c

• Real-Time Statistics
• Automatic Diagnosis and Repair
• Real-Time SQL Monitoring for 

Developers
• ADG DML Redirect 
• Hybrid partitioned tables 
• SQL Quarantine

21c

• Native Blockchain Tables
• Persistent Memory
• AutoML
• Multitenant Data Guard
• In-Database JavaScript
• JSON Speed & Flexibility
• In-Memory Hybrid 

Columnar Scans

Oracle数据库技术的创新路径
Oracle投资了成千上万的人年来开发和优化，奠定了数据库领导地位

Oracle数据库发展史实际上是DBO的发展史

40+
年持续进化
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19c设计的核心目标

稳定、完善、安全、简化、自治

19c是Oracle 数据库 12c系列产品(包括Oracle 数据库18c)的最终版本

2019年发布

Oracle 19c是大多数客户升级的目标版本，同时也是Oracle 自治数据库的基础。

19c是当前的长版本（Long Term Release），扩展支持到2027年。
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AI ML

Oracle 自治数据库是一个全托管的云服务

Copyright ©  2021, Oracle and/or its affiliates6

Oracle 
Database 19c

Exadata



Oracle 19c

7

一种融合的多模型、多工作负载的数据平台
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https://apex.oracle.com/database-features/

19c的首要研发目标

• 稳定和完善
• 简化
• 自动/智能化

目前19c版本中新增116个
新特性

• 应用开发(14)
• 可用性(29)
• 数仓和大数据(1)
• 诊断(9)
• 性能(9)
• 安全(18)
• 通用(29)
• 其它(7)

Oracle 数据库19c新特性概览
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https://apex.oracle.com/database-features/


Database In-Memory支持HTAP已有8年

• Pure In-Memory column format
• Scan & Filter on compressed 

data
• Fast joins
• Data pruning via storage 

indexes
• SIMD vector processing
• In-Memory aggregation
• In-Memory DUPLICATE

• Join Groups
• In-Memory Expressions
• JSON/OSON support
• Massive capacity - In-

Memory on Exadata flash
• Auto population policies
• Fast-Start
• Active Data Guard

12.1 12.2

18c

• Automatic In-Memory
• In-Memory Dynamic Scans 
• In-Memory External tables
• In-Memory Optimized 

Arithmetic
• Memoptimized Rowstore –

Fast Lookup

19c

• Performance
• External Tables:  Hive & 

HDFS
• Memoptimized

Rowstore – Fast Ingest

12.2

18c

12.1

19c

21c

21c

• Self Managing In-Memory
• In-Memory Spatial Analytics
• In-Memory Full Text Columns
• External Table Enhancements

• JSON Data Type
• Base Level Feature

• Hybrid Scans
• Vector Joins
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活动数据卫士 Active Data Guard
最佳灾难保护，实时故障转移，高投资回报率

远距离数据零丢失

主数据中心 容灾数据中心

自动块修复

DML 重定向

卸载快速增
量备份

将以读操作为主
的工作负载卸载
到备用数据库

Data Guard Broker
(Enterprise Manager Cloud Control 或 DGMGRL)

19c 19c
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Active Data Guard Far Sync
任何距离的零数据丢失保护
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主库
Far Sync 实例

活动备库

• Oracle 控制文件和日志文件
• 没有数据库文件
• 没有介质恢复
• 卸载传输压缩和加密

• 零数据丢失故障转移目标
• 数据库以只读方式打开
• 持续的Oracle验证
• 手动或自动故障转移

SYNC
有限距离

ASYNC
任何距离

通过广域网传输压缩的Redo

• 生产副本



Active Data Guard : DML 重定向

活动备用库主要做读操作

主库 活动备用库

DML1

2 DML被重定向到主数据库

3 DML 在主数据库实施

4 数据改变被传递到备端数据库

5 数据对于客户来说可见

新的参数
• ADG_REDIRECT_DML 控制DML重定

向
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Oracle Data Guard多实例Redo Apply可与In-Memory一起使用
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优势：可以在同一个 Active Data Guard 备用数据库上使用最快的重做应用技术（Data Guard 多实例重做应用）

和最快的分析查询技术（内存中列存储），以充分利用这两种功能。多实例Redo应用将使用Active Data 

Guard备用数据库In-Memory列存储中的信息来尽量提升应用速度。



某白色家电集团SAP ERP系统基于Exadata升级19c改造

⚫

⚫

⚫

⚫

⚫

⚫

⚫



某汽车公司基于19c和ExaCC –数据库专有云一体机搭建容灾系统

Exadata 数据库私有云
ERP+DMS + DW

TCP/IP

Exadata Cloud @ Customer

按需订阅CPU资源

生产中心（A城市） 容灾中心（B城市）

Oracle DataGuard
数据库复制

数据库日志传输 数据库日志恢复

Oracle 核心容灾数据库云Oracle核心生产数据库私有云

远程数据中心本地数据中心

19c 19c
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客户收益

✓ 拥有业务接管能力

✓ 五年内成本最优

✓ 公有云方式订阅数据库资源，根

据使用量收费，平时较少用量 ，

灾备切换时采用云爆发扩展到较

大数量

✓ 公有云方式运维，Oracle负责基

础架构，极大的减轻运维压力

数据库容灾方式的关键考虑点：带宽成本（远程容灾）、服务器资源占用、运维复杂度、灵活性（排除归档数据）



多租户 Multitenant – 新特性

16 Copyright ©  2022, Oracle and/or its affiliates

• 能够通过在静默模式下使用 DBCA 克隆远程PDB（Pluggable Databases）来创建

• 现在可以通过在静默模式下使用DBCA的createPluggableDatabase命令的createFromRemotePDB参数克隆远程PDB来创建

• 能够在静默模式下使用 DBCA 将 PDB 重定位到另一个 CDB

• 您现在可以在静默模式下使用 DBCA 的 relocatePDB 命令将一个 PDB 重定位到另一个 CDB

• 自动PDB重定位

• 在 Oracle Grid Infrastructure 中，您可以使用 Fleet Patching and Provisioning 自动将 PDB 从一个 CDB 重定位到另一个

• Automatic Database Diagnostic Monitor (ADDM) 对 PDB的支持

• 现在，您可以在多租户环境中对PDB使用ADDM分析

• PDB 中的RAT(Real Application Testing) 工作负载捕获和重放

• 您可以从单个PDB中捕获和重放工作负载

• Oracl Data Pump对资源使用限制的支持

• 引入了两个新参数MAX_DATAPUMP_JOBS_PER_PDB和MAX_DATAPUMP_PARALLEL_PER_JOB，使DBA能够更好地控

制可在多租户容器数据库环境中启动的作业数，以及可分别用于单个数据泵作业的并行工作线程数



手机银行

超级网银

核心业务

统一支付

综合账务

新柜面系统

其他系统

某银行基于19c 和多租户实现核心银行系统
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改造前多个系统DB 主中心

ADG

手机银行

超级网银

核心业务

统一支付

综合账务

新柜面系统

迁移
升级

同城双活中心 （规划异地灾备中心）

ADG/GG

DW ODS其他系统

应用1 应用2 应用n

二代支付

更低的能耗，更高的可用，更简的架构

系统数量：60多套系统

痛点：
• 资源利用不均衡，业务系统性能弱
• powervm+vmware平台无法提供数据库

PaaS平台
• 异构架构太多，无法满足银监会两地三中

心监管要求

收益：
• 通过2台 Exadata上的19c 多租户整合了全

部60多套数据库，实现数据库PaaS供应
• 软件成本下降60%

• 运维人员减少50%

• 基本实现数据库MAA架构

Exadata+19c多租户助力提升业务服务质量：60 in 1



JSON支持
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Oracle Database 提供了对JSON的全面支持
• 通过标准的DML

• NoSQL APIs (Java, REST, C, Python, JavaScript, PL/SQL)

• 分析 (点符号访问, 并行查询, QBE, 列访问)

• 用于分析JSON集合元数据的JSON Data Guide

Oracle Database 19c的改进包括
• JSON Update操作，可更新部分文档的而无需替换整个文档

• 对包含JSON_TABLE查询的物化视图支持

• JSON函数简化



公有云和ExaCC上的Oracle 自治数据库 (ADB)

Copyright ©  2022, Oracle and/or its affiliates19

• 工作负载优化的自治版本

• 自治事务处理（ATP）

• 自治数据仓库（ADW）

• 自治 JSON 数据库（AJDB）

• 在ExaCC上运行ADB的价值

• 五分钟开通自治数据库

• 进一步简化运维，消除数据库运维管理

• 将DBA和开发人员精力专注于价值和创新

• ADB on ExaCC 要求
• 现有 Gen2 ExaCC 客户可以部署

• 19c 数据库

JSON

ADB 针对 JSON 文
档和以 JSON 为中
心的 Appdev 进行

了优化

数据仓库
（ADW）

ADB 针对数据仓库、
数据集市、数据科学沙
箱或开发分析应用程序

进行了优化

事务处理
（ATP）

ADB 针对关键任务
事物处理、混合工
作负载或开发数据
驱动的应用程序进

行了优化



某跨境电商利用自治数据仓库和JSON提升客户转化率

需求：
基于客户的购物信息（已经使用Oracle ADW+OAC 进行
客户购物偏好等）+Web访问日志 ，进一步进行客户行为
分析，提升客户访问的转化率

方案：
利用Oracle ADW中的JSON DB 能力，把Nginx的日志信
息（JSON格式）快速加载到ADW中。分析层利用ADW中
加载的日志信息，结合ADW中其他用户和业务数据进行用
户访问行为分析，结合分析结果制定优化策略

Oracle方案的优势：
1：集业务处理和分析于单一数据库中，无需移动数据可以
满足全部应用需求，从而快速满足业务需求。

2：原生JSON数据类型支持，丰富的函数简化开发

同时支持基于SODA的API接口和SQL访问，给开发者最大
灵活性

3：架构简单，运维方便，降低运维成本，提高系统稳定性
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Transparent Application Continuity (TAC)
数据库中断对应用程序透明
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• 使用应用程序连续性(AC)和Oracle RAC

(Real Application Clusters) 

• 透明地跟踪、记录会话和事务信息

• 在计划外故障时重建会话状态并重播正在进
行的事务

• 内置于数据库内部，因此无需任何应用程序
更改即可工作

• TAC 可以处理计划内维护，以从一个或多个
节点排出会话

• 适应应用程序的变化:为将来提供保护

Request

Errors/Timeouts hidden

Transparent 
Application 
Continuity



SQL 隔离

SQL BELOW 
RESOURCE 

THRESHOLD

RESULTS 
RETURNED

DBA CAN MONITOR AND 
EXPORT QUARANTINED 

SQL OR CHANGE THE 
PLAN TO GET IT OUT OF  

QUARANTINE 

USER EXECUTES 
SQL STATEMENT

• 隔离消耗过多资源的 SQL 执行计划

• 并阻止再次执行

• 通过阻止“失控”SQL 语句不断重新提
交，提高系统的整体响应能力

• DBA 可以监视 V$SQL 中的隔离语句

• 由 DBMS_SQLQ 或 DBMS_资源_管理
控制
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超出 DBRM 
资源限制

SQL 隔离



自动的统计信息管理

• 在线收集批量加载数据统计信息
在以下类型的批量加载期间，数据库可以自动收集表和索引统计信息：

INSERT INTO ... SELECT using a direct path insert, 

CREATE TABLE AS SELECT.

• 在线收集分区维护操作统计信息
Oracle数据库在特定分区维护操作期间为在线收集统计信息

• 实时统计信息
优化器统计信息在DML执行时实时收集 - 没有陈旧的统计数据
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https://docs.oracle.com/en/database/oracle/oracle-database/19/tgsql/optimizer-statistics-concepts.html#GUID-E920301F-FFC4-4AB7-8DEB-11BA56088E0B
https://docs.oracle.com/en/database/oracle/oracle-database/19/tgsql/optimizer-statistics-concepts.html#GUID-EBE36EE3-21E3-4189-ADF9-E4C235AF4234
https://docs.oracle.com/en/database/oracle/oracle-database/19/tgsql/optimizer-statistics-concepts.html#GUID-769E609D-0312-43A7-9581-3F3EACF10BA9


某电信公司基于19c实现了核心系统高可用性架构
全面ADG架构实现更高效的灾备架构-MAA
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A机房
XD 8-2

A区CRM;账务管理;客服
B区CRM+账管容灾；
C区CBOSS容灾

B机房
XD 8-2 

B区CRM;账务管理；
公共DB

A区CRM容灾 PDB

C机房
XD 8-2

CBOSS 

增值服务

EM统一管理监控平台

Oracle 版本：
Oracle DB 19.5

XD Image 19.3.4

RAC

Partitioning

Multitenant

ADG

特点：
• 全部CRM+BOSS核心业务迁

移到 Exadata

• 替换原共15台IBM小型机
（P780，P750，P595）

• 基于19c 多租户部署数据库云
• 采用活动数据卫士实现数据库

级别三中心灾备高可用架构
• 系统性能稳定性提升

HXCRM

HXZG

JYKG

VBDB

ZWDB

JYCRM

JYZG

GGDB

HXCRM

HXZG

JUKG

VBDB

ZWDB

JYCRM

JYZG

GGDB

CBOSS

ESOP

CBOSS

ESOP

19c19c

19c
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某电信公司利用19c 新特性提升运维效率

✓ SQL隔离 –超过3秒就终止该SQL，在Resource Manager定义以避免过多资源损耗，如
每秒数千次的高频劣质SQL，补足自愈短板

✓ 实时统计信息收集- 自动化能力提升OLAP库的执行计划准确性-针对每个DML操作进行
统计，并定时将DML操作结果刷新到统计信息中，大大提升系统效率

✓ ADG Farsync 部署降低应急RTO

Copyright ©  2022, Oracle and/or its affiliates

主库 备库



Oracle数据库支持生命周期
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Oracle18c

EXTENDED

EXTENDED

EXTENDED

WaivedEXTENDEDOracle11.2

Oracle12.1

Oracle12.2.0.1

Oracle19c

PremierSupport

MARKET  
DRIVEN

Market DrivenSupport

▼

Oracle21c

Oracle23c

ReleaseFamily

ReleaseFamily Interim

LongTerm

WaivedExtended Support Paid ExtendedSupport

*Oracle Database 19c is  the long term support release.
Always check MOS Note 742060.1 for the latest schedule

LongTerm

Limited 

Error 

correct

Limited Error correct
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业务系统为什么要升级到19c?
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• 全新特性，降本增效，简化运维
• 11.2以上各版本特性一览无余，充分利用：

https://apex.oracle.com/database-features/

• 消除隐患，防患于未然
• 以前各版本发现的问题在19c中多已解决

• 有计划的事前主动预防好过无计划的事中被动应对

• 安全合规，数据无忧
• 2020年 Oracle 数据库19c 率先通过等保2.0四级评测

https://apex.oracle.com/database-features/


Copyright ©  2022, Oracle and/or its affiliates28

Oracle 19c 升级最佳实践
使用 ORAchk/EXAchk 进行健康检查

通过邮件定期发给您
健康报告

针对重复发生最有影响
问题的健康检查

在客户环境运行，不会
向Oracle 发送任何信息

发现的问题可以集成
到其它的工具中

Engineered 
Systems

Non 
Engineered 

Systems

EXAchk

ORAchk

在问题产生影响
前自动事先预警

Common 
Framework

• ORAchk升级准备评估 (Doc ID 1457357.1)

https://support.oracle.com/epmos/faces/DocContentDisplay?id=1457357.1


Oracle Database 19c:升级路径

Source Database Target Database

11.2.0.4 19c

12.1.0.2，12.2.0.1 19c

18c 19c

Source Database Intermediate upgrade path Target Database

12.1.0.1 12.1.0.2 19c

更早版本

11.2.0.1 / 11.2.0.2/11.2.0.3 11.2.0.4 19c

11.1.0.6 / 11.1.0.7 11.2.0.4 19c

10.2.0.2/10.2.0.3/10.2.0.4/10.
2.0.5

11.2.0.4/12.1.0.2 19c

10.1.0.5 11.2.0.4/12.1.0.2 19c

7.3.3.0.0 (or 
lower) 

7.3.4.x --> 
9.2.0.8

9.2.0.8 11.2.0.4 19c

8.0.5.0.0 (or 
lower)

8.0.6.x --> 
9.2.0.8

8.1.7.0.0 (or 
lower)

8.1.7.4 --> 
9.2.0.8

9.0.1.3.0 (or 
lower)

9.0.1.4 --> 
9.2.0.8

• 直接路径升级

• 间接路径升级

Oracle Database Releases That Support Direct Upgrade 

https://docs.oracle.com/en/database/oracle/oracle-database/19/upgrd/oracle-database-releases-that-support-direct-upgrade.html#GUID-7AA90913-D8AB-4EBA-944F-31FA01D6BE5D


Oracle Database 19c:升级/迁移方法
下面是根据操作系统、字节序、版本、数据库大小的不同而采用的常用方法

方法 说明

Export / Import 适用所有版本和平台，要使用Data Pump需要10.1.0.2或更高版本，停机时间长

Transportable Tablespaces  Sets(TTS)
Cross-Platform Transportable Tablespace Sets(XTTS)

8i及以后：TTS（从8i开始），XTTS(从10g开始，支持跨平台）
相同的字符集和国家字符集，如果跨字节序（10g+)，需要配合RMAN's convert 

RMAN's convert function for Transportable Tablespaces 10g及以后版本，可以跨endianness，字符集要兼容
转换动作可以在Source或Target完成，需要额外的临时工作空间，不支持SYSTEM/SYSAUX

Transportable Database（Data Pump Full Transportable） 11.2.0.3及以后版本,字符集要兼容，12c开始RMAN支持跨字节序转换

XTTS with RMAN Cross Platform Incremental Backups new 11.2.0.4及以后版本,字符集要兼容

Create Table As Select (CTAS)，SQL*Loader，Copy 需注意表属性、约束、数据类型的限制

Dataguard Heterogeneous Primary and Physical Standbys Data Guard异构的限制

Oracle GoldenGate 支持异构或停机时间极小的场景

ZDM (零停机迁移) 自动工具，协助客户把本地数据库迁移到云端数据库或Exadata/ExaCC

参考：Migrating Oracle Databases to Database Cloud Service
Transportable Tablespace (TTS) Restrictions and Limitations: Details, Reference, and Version Where Applicable [Document 1454872.1] 
Best Practices for Using Transportable Tablespaces (TTS) [Document 1457876.1] 
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总结

虽然数据库市场上发生了许多变化，新的数据库产品不断
涌现，但Oracle数据库依然保持技术领先性，尤其是企业
级客户的关键业务系统上的首选。

⎻ Oracle 19c 是Oracle DB 12c产品家族的最终版本

⎻ 19c 核心目标: 稳定，完善，简化，自动/智能化,并不像
Oracle 12c ，18c 那样推出一些颠覆式的特性，最注重是
在稳定型和自动化能力

⎻ 在高可用、高性能、自动化，高安全、灵活性和易管理上
进一步加强

⎻ Oracle Database 19c是大多数客户升级的目标版本。同时
也是Oracle 自治优化的一个基础

19
c
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每周五上午 11:00 ~ 12:00
扫描二维码安装手机Zoom进入直播
https://oracle.zoom.us/webinar/register/WN_-
EKAb7hWSH-XLBtmb773Mg
Zoom ID: 919 7151 8106 密码: 58317986

行业大咖、技术大拿专业直播分享

甲骨文数据库与云系列公益讲座

甲骨文数据库、一体机、云服务最新前沿技术、
优秀案例及解决方案分享。
加入19c 公益课微信群，获取更多技术资讯

甲骨文云技术
官方微信公众号
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Our mission is to help people see 
data in new ways, discover insights,
unlock endless possibilities.
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版本 补丁结束日期 注意和例外

21c 创新版本 2024年4月30日

错误更正/补丁有效期至2024年4月30日

21不适用Extended Support(ES)

21c只提供Release Updates (RUs) 补丁，不提供Release Update 

Revisions (RURs)

19c长期支持版本

2024年4月30日，没有

ES/ULA；

2027年4月30日，有

ES/ULA

Premier Support (PS)将于2024年4月30日结束，从2024年5月1日

起至2027年4月30日期间，需要支付Extended Support(ES)费用

错误更正/补丁，付费的ES可到2027年4月30日；没有付费的ES，只

能获取2024年4月30日前的补丁

18c 创新版本 2021年6月30日
错误更正/补丁有效期至2021年6月30日，18c已进入Sustaining 

Support 阶段。18c不适用Extended Support(ES)

12.2.0.1

2022年3月31日(有限错

误更正从2020年12月1

日至 2022年3月31日)

错误更正/补丁有效期至2020年11月30日

有限错误更正 (仅一级和 Security Updates) 细节请参考Note 

161818.1 。 12.2.0.1不适用Extended Support(ES)

12.1.0.2

Terminal Release

2022年7月31日，有付

费的ES, ULA, 或者减免

费用的 EBS

Premier Support(PS)截止至2018年7月31日，为期一年的免费

Extended Support(ES)有效期至2019年7月31日

从 2019年8月1日至 2022年7月31日，需要ES费用或ULA. 没有付费

的 ES or ULA, 补丁截止于 2019年7月31日

我们为EBS客户提供全球ES uplift 费用减免，详情和到期日期见: 

Extended Support Fee Waiver for Oracle Database 12.1 and 11.2 

for Oracle E-Business Suite (Doc ID 2522948.1) 或技术支持政策文

件

* 12.1.0.2 DB扩展支持的时间范围增加了一年（2021年8月1日至

2022年7月31日），但有以下例外情况: 

Apple Macintosh 平台补丁结束日期为2021年7月31日

微软Windows平台的例外情况已经改变。对于 12.1.0.2 Database, 

Oracle 在 Microsoft Windows 2008 上运行 12.1.0.2 Database。这

个平台的 end-of-life support 是 January 14, 2020。但只要我们的工

具仍然可用，我们将做出合理的努力，为Windows上的12.1.0.2数据

库提供补丁，直到2022年7月。
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Bug
Fixed in 

RU
Description

33308107 19.14 ORA-600[opircntcb1] and ORA-1 during an INSERT with error log table used

33013379 19.14 CPU Usage is Not Balanced Across Hosts and Connection Not Properly Distributing Among Nodes

32076305 19.14 ORA-29770 LMD has no heartbeats - LMD Stack is in kjr_freeable_chunk_free

33415279 19.14 ORA-4031 of shared pool when "pga accounting" was highly allocated and kept on growing.

33471858 19.14 Proxy Instance No Longer Calls the cluster_status ioctl
32523613 19.13 Query Returns Wrong Result (null) When There is a Check Constraint

33123985 19.13 DBW0 Process Generate Huge Traces With Dumping DBWR Process State After DBRU 19.11

33127141 19.13 ORA-7445 [kkqstsameopndatatypes]

•

•

•

•

•

•

https://mosemp.us.oracle.com/epmos/faces/DocumentDisplay?parent=DOCUMENT&sourceId=555.1&id=33308107.8
https://mosemp.us.oracle.com/epmos/faces/DocumentDisplay?parent=DOCUMENT&sourceId=555.1&id=33013379.8
https://mosemp.us.oracle.com/epmos/faces/DocumentDisplay?parent=DOCUMENT&sourceId=555.1&id=32076305.8
https://mosemp.us.oracle.com/epmos/faces/DocumentDisplay?parent=DOCUMENT&sourceId=555.1&id=33415279.8
https://mosemp.us.oracle.com/epmos/faces/DocumentDisplay?parent=DOCUMENT&sourceId=555.1&id=33471858.8
https://mosemp.us.oracle.com/epmos/faces/DocumentDisplay?parent=DOCUMENT&sourceId=555.1&id=32523613.8
https://mosemp.us.oracle.com/epmos/faces/DocumentDisplay?parent=DOCUMENT&sourceId=555.1&id=33123985.8
https://mosemp.us.oracle.com/epmos/faces/DocumentDisplay?parent=DOCUMENT&sourceId=555.1&id=33127141.8
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https://support.oracle.com/epmos/faces/DocumentDisplay?id=1561791.2


https://www.oracle.com/technetwork/database/enterprise-edition/jdbc-faq-090281.html


https://docs.oracle.com/en/database/oracle/oracle-database/19/upgrd/behavior-changes-deprecated-

desupport-oracle-database.html#GUID-3BAFD95E-4D00-4F0F-BC80-6064F497F878

或
https://docs.oracle.com/en/database/oracle/oracle-database/19/upgrd/database-upgrade-guide.pdf

https://docs.oracle.com/en/database/oracle/oracle-database/19/upgrd/behavior-changes-deprecated-desupport-oracle-database.html#GUID-3BAFD95E-4D00-4F0F-BC80-6064F497F878




升级前收集

工作负载
负载重放 分析与报告
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包括电信营运商CRM、账务、经分、网管等、核
心银行、核心保险、制造业ERP/MES、政府民生重
要系统等，大部分客户从11g升级到19c，部分客户
从DB2、Sybase迁移升级到Oracle 19c
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运营商核心系统

Oracle 19c的升级迁移实践



自我介绍

✓ 梁铭图，目前就职于新炬网络，任公司首席

架构师

✓ 近二十年运维老兵，从事Oracle相关的数据

库运维管理十多年。

✓ 主要擅长于数据库架构设计、运维管理、运

维体系规划、数据治理及资产管理方面有深

入研究。参与研制多项数据和数据库相关的

国家及行业标准。

✓ Oracle OCM和ACED、TOGAF架构师



1 项目背景



X省电信运营商数据库示意

该省电信运营商的NG系统承担了超过1亿+用户的业务受理、实时计费和帐务处理等。

生产数据域 容灾数据域

Oracle

T
T
T
T
T
T

T
T
T
T
T
T

A区域数据库

Oracle

T
T
T
T
T
T

T
T
T
T
T
T

B区域数据库

Oracle

T
T
T
T
T
T

T
T
T
T
T
T

C区域数据库

Oracle

T
T
T
T
T
T

T
T
T
T
T
T

D区域数据库

Oracle

T
T
T
T
T
T

T
T
T
T
T
T

E区域数据库

Oracle

T
T
T
T
T
T

T
T
T
T
T
T

F区域数据库

Oracle Oracle Oracle

Oracle Oracle Oracle

A
D
G

生产应用域

应用程序 应用程序 应用程序 应用程序 应用程序

其他应用

ESOP 省中心 物联网 计费采集 ...

数据访问 数据提供

T
T

T
T

T
T

T
T

T
T

T
T

统一监控外部应用 precise采集 Capes采集 经分采集 BI取数 ...



Oracle数据库升级示意

TT TTTT TT TT TT

TT TT TT TT

TT TT

TT TT TT TT

余额管理（TT） 帐单管理（TT）

XX区域
Oracle物理数据库

TT Cache Group同步

主机：IBM E880 *2

存储：DS磁盘阵列

数据库版本：11.2.0.4 （RAC）

XX区域
Oracle物理数据库

Oracle Exadata一体机
数据库版本：19.5 



数据库升级的难点与要求

数据前后保持一致

 停机窗口控制在12小时

 数据库升级前后应用不需

要改造

 数据库升级后的性能和功

能

 数据前后保持一致

 跨数据中心的的大量数据迁移、

传输

 停机窗口时间短

 数据库升级跨两个以上版本

 实施风险控制

实施要求

实施难点



2 升级前方案设计与测试



数据库迁移升级方案选择

本次的数据库迁移需要将生产数据库由小机迁移至Exadata，数据库软件（11g -> 19c）操作系统（AIX ->

linux ）、硬件（Power PC -> x86）平台都发生了改变。其中字节序的变化会直接影响到迁移方案的选型。

经过多次测试和评估，最终选用GoldenGate的方式进行本次数据迁移。

迁移方式 业务中断 数据一致性 数据类型 跨版本 跨平台

Rman 36小时 强 不限 否 否

DataGuard 15分钟 强 不限 否 否

Data Pump 72小时 较强 不限 是 是

GoldenGate 30分钟-1小时 弱 受限 是 是

XTTS 3-4小时 中 不限 是 是



采用Ogg进行数据库升级迁移的原因

数据传输可以提前完成，并且通过
GoldenGate数据实时同步，数据同步时延可
以控制在秒级。

提前传输

数据同步属于逻辑同步，可以绕开操
作系统以及数据库版本差异的限制

逻辑同步

只需要查看同步状态确认已经目标端
已经追平，即可断开同步进程，操作
简单可靠，可以将迁移停机时长控制
到半小时以内。

操作简单

技术团队在GoldenGate数据同步，
在数据灾备、应急同步、数据迁移等

场景下有较深厚的技术积累

技术可控



Ogg在升级迁移应该注意的问题

本质上是基本逻辑同步的方式，相对于Rman

以及DG等物理同步的方案，可靠性方面不如

可靠性

扬长避短、最终一致性目标，调整实施方法实

现多通道分散式同步

充分的验证测试+实时检查 不能简单地理解为一个“即插即用”的工具，必
须依据软件特征以及应用特点作出各类调整

技术性

提前初始化，降低初始化过程中的风险

屏蔽人为因素导致的失误，结构以及数据的一
致性校验将是很合适的手段



数据升级的测试与环境实际演练

在实际升级割接前，利用了现有环境进行了多轮的测试与实际操作的演练。

现网生产库
(DB 11.2.0.4)

ADG生产库
(DB 11.2.0.4)

OGG 19.1

Exadata一体机
(DB 19.13.0.0)

OGG 19.1

ADG

OGG

OGG对账hash校验

测试从ADG生产环境OGG同步方式同步割接地市用户数据到19c，在OGG静止后进行数据校验对账并分析对账结果。OGG同步
迁移数据用时10天，对账用时3小时。通过分析OGG对账结果，除同义词、物化视图、JOB自动修改的表等对象外，均可通过
OGG同步且对账平。



SPA对应用关键SQL性能测试

数据库将要从11.2.0.4迁移到19.5 ,为了性能平稳过度，采用Oracle SQL 性能分析器(以下简称SPA)来预测关键SQL在Oracle 

19c 平台上性能情况，以便提前发现问题并做相关的优化。

在SPA测试之后，98%的语句没有发生性能改变，35.72%发生了执行计划改变。总体表现平稳。退化语句的数量
占比在0.3%（退化影响超过1%）。通过分析大部分退化与数据库本身或者代入变量有关

1、内存SQL优化集2021/01/14-2021/01/15(节点一)
总体影响退化-135.99%。
重放语句为8711条，其中3049条发生了执行计划改变。
退化超过1%的语句26条，其中执行计划改变的为11条。

2、内存SQL优化集2021/01/14-2021/01/15(节点二)
总体影响退化-141.25%
重放语句为8743条，其中3189条发生了执行计划改变。
退化超过1%的语句27条，其中执行计划改变的为15条。

3、AWR的SQL优化集2021/01/01-2021/01/05
总体影响改进为12.4%
重放的语句为473条，其中116条发生了执行计划改变。
退化的语句为0条，其中执行计划改变的为0条。。

经过SPA测试分析， SQL语句在19c上总体表现平稳。98%的语句没有发生性能改变， 35.72%发生了执行计划改变。退化语句

的数量占比在0.3%（退化影响超过1%）。



RAT压力回放测试，19C性能整体验证

录制生产环境高峰期压力，在目标一体机环境回放，用于测试数据库一体机的性能。

录制与回放基本数据对比：回放时间与捕获时间基本相同，负载也是基本相同
第一个场景RAC两个节点上重放。CPU整体使用都在20%左右，
只是在重放的最开始，在冲击效应的影响，达到30%

第二个场景RAC单个节点上重放。CPU整体使用都在40%左右，
只是在重放的最开始，在冲击效应的影响，达到50%以上

经过多次测试后，排除异常干扰，综合分析回放测试情况，回放时间与捕获时间基本相同，重放期间性能平稳，没有异常高的等

候事件， CPU使用整体平稳在20%-40%之间， log file sync等部分指标优于生产库指标。



UAT应用功能测试

X月1日开始由客户组织的UAT测试，至X月15日完成，通过率100%，无测试遗留问题。

测试用例是基于版本上载关键用例，再加上数据库升级到19C的特性改造功能点测试，覆盖了CRM和计费的关键
业务，以及本次数据库一体机割接应用改造点，并且在3月份和地市公司完成了评审确定。

总测试用例数 已执行 已通过 执行率 通过率

计费(内部) 86 74 74 100.00% 100.00%

CRM(内部) 107 97 97 100.00% 100.00%

总测试用例数 已执行 已通过 执行率 通过率

XX(计费) 86 65 65 100.00% 100.00%

XX(CRM) 105 96 96 101.05% 100.00%

YY(计费) 86 65 65 100.00% 100.00%

YY(CRM) 105 100 100 100.00% 100.00%



3 升级迁移实施



数据库升级迁移的实际步骤

数据库初始化

数据库配置调整

同步需求梳理

同步通道规划

……

1.迁移设计

记录SCN

源数据倒出

目标数据倒入

数据同步

……

2.数据初始化

数据同步监控

数据同步优化

…..

3.同步优化

关闭源数据库

停止数据同步

数据稽核

目标数据库开放

4.数据割接

开发商修改配置

应用启动

应用测试

开放应用

5.应用启动



业务数据梳理，排除非必要的同步数据

• 检查是否存在外部表

• 检查是否存在临时表

• 含LOB字段的大表

特殊表

• 平均日志量 (GB/分钟)

• 峰值日志量 (GB/分钟)

日志量

• 没有主键的表

• DDL结构变更

• 触发器

特别注意

• 确认同步的数据库表

• 查看使用的序列

• 物化视图

• ….

数据库对象

• 表的大小、数量

• 是否存在nologging

• 是否存在压缩属性

表属性分析

• 确定数据类型分布

• 确认GoldenGate不支持的数据类型

• 确认GoldenGate应用存在限制的数据类型

• LOB字段

数据类型分析



GoldenGate数据同步规划

类型 内容
数据库总体情况 数据库版本

数据库是否为RAC具体实例数
数据库文件在文件系统、裸设备还是ASM上

数据库属性 supplemental log相关属性设置，变更的可行性
force logging相关属性设置，变更的可行性

数据库参数 undo相关配置，能否支撑数据泵导出以及数据校验
并行相关设置，允许的并行数能否保证效率

数据库归档 确定数据库归档是否已经开启
检查数据库每天、每小时的日志变化量
确认归档保留策略

数据库事务 确认是否存在长事务
确认是否存在批量更新

数据库同步账号 梳理待处理的程序账号
数据库容量情况 确认数据库SEGMENT大小

确认数据库各种SEGMENT_TYPE大小
确认数据库可用容量大小

数据库管理规范 确认能否赋予OGG账号DBA角色
确认能否赋予OGG账号EXP_FULL_DATABASE角色
确认能否通过dblink进行跨数据库访问

数据库架构 确认数据库备份机制
确认数据库有没有容灾环境
确认数据库有没有BCV环境
确认GoldenGate软件使用情况

主机状态

主机CPU负载

内存使用情况

网络情况

网络流量

端口开发

网络打通

FTP

操作系统平台

获取操作系统类型、位数、版本信息
文件系统规划
……



数据初始化，提前将数据准备好

一般而言，我们会在正式割接前3-5天着手数据初始化，提前将数据迁移并实现源和目标库之间的实时同步。

GG安装配置

⚫ 安装GG软件

⚫ 配置GoldenGate抽取进

程并启动

⚫ 配置GoldenGate投递进

程并启动

⚫ 注释目标端GoldenGate

的MGR进程自动清理测量

2 4

同步范围确认1

⚫ 同步范围内的表进行拆分

（小表抱团、大表重点处

理）

⚫ 生成自动导出以及传输脚

本

⚫ 数据导出前长事务清理

⚫ 数据导出脚本发起

⚫ 发起导出表结构脚本，并

传输dmp到目标环境

3 5源端数据初始化

目标数据初始化

实时同步

⚫ 确认同步账号列表

⚫ 整理GG同步表（排除

临时表、物化视图表等）

⚫ 整理GG同步关键表

⚫ 整理GG导出存在困难

的表（通常为大表）

⚫ 根据新的规划创建表空间

⚫ 根据旧库信息创建数据库

PROFILE、用户、角色

⚫ 发起导入表结构脚本

⚫ 生成创建索引约束脚本，并

编辑

⚫ 解锁统计收集策略

⚫ 发起数据导入

⚫ 创建索引约束、表索引约束

以外的对象

⚫ 生成GoldenGate复制策略

⚫ GoldenGate启动前的调整（触发

器、外键约束、JOB等调整）

⚫ 启动GoldenGate复制进程，并调

整

⚫ 发起相关用户统计收集策略

⚫ 补建索引约束以外的对象



数据同步优化，监控和优化同步通道

.

 各种测试

 重新初始化需求

 计划性停机

 ……

工程配合

 进程状态

 时间延迟

 数据库及系统监

控

 ……

状态监控

 拆分进程

 调整同步策略

 补建索引

 统计信息收集

同步优化

 数据一致性检查

 结构一致性检查

 ……

数据稽核



数据割接，追求操作和数据的准确

⚫关闭应用

⚫关闭数据库监听

⚫锁定所有无关帐号

⚫清理无关数据库连接

⚫ LOGDUMP分析队列文件

⚫确认队列文件变化情况

⚫确认数据库账号状态

⚫确认数据库会话情况

⚫确认GoldenGate检查点

表情况

GG状态确认

⚫停止GoldenGate同步

⚫对GoldenGate未同步对

象进行处理

⚫重建序列并进行必要修正

（如外键约束等）

⚫清理自建的索引

停止GG同步 ⚫数据一致性检验（仅针

对关键表）

⚫结构一致性校验

⚫ TT 重建Cache group

数据质量稽核
数据库静默



严谨是高效的关键保证！

正式割接之时，

我们都只是数据的搬运工！

➢ 复杂的操作过程，通过自动化

脚本处理，保证高效、准确！

➢ 验证后的割接方案细化到指令

级别，每一条指令均责任到人！

➢ 采用Double Check机制，保证

执行到位，如有异常及时通报。

最后100米，细节决定成败！



割接前后数据保持一致，是最基本的要求！

迁移方式 数据一致性 数据类型 跨版本 跨平台

• Rman 强 不限 否 否

• DataGuard 强 不限 否 否

• Data Pump 较强 不限 是 是

• GoldenGate 弱 受限 是 是

• XTTS 中 不限 是 是

Data Pump

Rman

GoldenGate

XTTS

DataGuard

✓ 可适应数据变更频繁的场景

✓ 不依赖于任何业务逻辑

✓ 不依赖表主键

✓ 不需要因排序而占用大量临时表空间或文件系统

✓ 校验效率高，与传统方法相比，时间缩短5倍以上

✓ 配置简单易用，一次配置，多次使用

第一阶段

（提前2天）

全量数据校验

第二阶段

（提前1天）

静态数据校验

割接当晚

（同步停止后）

动态数据校验



4 小结



数据库升级迁移要点

注意前期的测试验证，有效降
低升级后的风险B

迁移前后的数据稽核，确保数据的一致性

D

合理应用各种工具，简化升级方案和操作

A

升级操作尽可能脚本化，注意
操作后的检查与验证C

保持对生产环境的敬畏之心，
谨慎、谨慎还是谨慎。E



THANK YOU


