ORACLE’

Private Cloud
Appliance

Automate Infrastructure Lifecycle Management
on PCA using Ansible

ORACLE WHITE PAPER | SEPTEMBER 2018

ORACLE



Contents
Introduction 1
Prerequisites 2
How Ansible Works 2
Architecture 3
Custom Module Arguments 5
Executing the Module 6
Ansible Ad-Hoc Command Method 7
Playbook Execution 7
Create a VM 8
The execution of the code for creating a VM is shown in Appendix I. 8
Case 1: Specified VM doeesiit on PCAS, Desired St
Case 2: Specified VM exists on PCA, Desired State: present 10
Delete a VM 11
Case 1: Specified VM is running on PCA, Desired State: absent 11
Case 2: Specified VM doesné6t existl3on PCA, Desi
Start a VM 14

Case: Specified VM exists on PCA and is in stopped condition, Desired State:

start 14

Stop a VM 16
Case: Specified VM exists on PCA and is in stopped condition, Desired State:

stop 16

0 | AUTOMATE INFRASTRUCTURE LIFECYCLE MANAGEMENT ON PCA USING ANSIBLE



Idempotency 17
Appendix |: Code execution 19
Authentication 19
Creating a Virtual Machine 24
Conclusion 28
Resources 28

1| AUTOMATE INFRASTRUCTURE LIFECYCLE MANAGEMENT ON PCA USING ANSIBLE



Sample code is provided for educational purposes or to assist your development or administration efforts. Your use rights
and restrictions for each sample code item are described in the applicable license agreement. Except as may be expressly
stated in the applicable license agreement or product documentation, sample code is provided "as is" and is not supported
by Oracle.

Introduction

Oracle Private Cloud Appliance is an Engineered System designed for rapid and turn-key deployment
of private cloud at an industry-leading price point. The agile and intelligent infrastructure allows for
scaling compute capacity on demand, zero downtime upgrades and supports your choice of external
storage. Whether running Linux, Microsoft Windows or Oracle Solaris applications, Oracle Private
Cloud Appliance supports a wide range of mixed workloads in medium-to-large sized data centers.
High-performance, low-latency Oracle Fabric Interconnect and Oracle SDN allow automated
configuration of the server and storage networks. The embedded controller software automates the

installation, configuration, and management of all infrastructure components.

Automation is a key requirement for achieving cloud-like agility. Ansible is an IT automation engine that

automates cloud provisioning, configuration management, application deployment and orchestration.

Ansible uses no agents and can be used to automate repetitive IT tasks in multi-node deployments. A

machinethathas Ansi bl e installed (6Control Machined) pushes code
remote machines (6Managed node Jhs)paperdascritestheqprotcesss t hem over SS
to use the custom Ansi bl e modul e Odtiorny halting snohstgtipga t o aut omat e ¢

Virtual Machine in Oracle PCA.

The module interfaces with the REST APIs for Oracle VM and hence, can be even used in an Oracle

VM environment outside of a PCA.
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Prerequisites
The versions of major software components used in this setup are:

» Version of Oracle PCA software. 2.3.1+ (The module works with Oracle VM 3.3+)
» Version of Ansible. 2.1.0.0 or newer
» Download and install the Ansible RPM from OTN. The files contained in the RPM are as follows:

[root@dhcp - 10-211-54-119] #rpm - gpl pca_ansible_examples -1.0 -
l.el7.noar ch.rpm

lusrl/lib/python2.7/site - packages/pca/plugins/ ovmm_vm.py
/ust/lib/python2.7/site - packages/pca/plugins/ovmm_vm.pyc
lusr/lib/python2.7/si te - packages/pca/plugins/ovmm_vm.pyo
/usr/share/doc/pca_ansible_examples -1.0
/usr/share/doc/pca_ansible_examples - 1.0/COPYING
/usr/share/doc/pca_ansible_examples - 1.0/Copyright
lusr/share/pca_ansible_examples/examples
/usr/share/pca_ansible_examples/examples/ deletevm.ymi
lusr/share/pca_ansible_examples/examples/ play.yml
/usr/share/pca_ansible_examples/examples/ startvm.ymi
lusr/share/pca_ansible_examples/examples/ stopvm.yml

Ansible checks for the custom module in the /library subdirectory of the directory where your playbook is
stored. Thus, in the above directory structure, you can place the ovmm_vm.py file in directory
/usr/share/ pca_ansible_examples/examples/library/

Note: For the purpose of simplifying the directory paths in this paper, we will place the playbooks in the
Ansible directory ( /etc/ansible) and the module in the library subdirectory of the Ansible directory (here
etc/ansible/library) on Control Machine.

Control Machine
/etc/ansible
Play.yml , deletevm.yml, startvm.yml, stopvm.yml
l—>Library
ovmm_vm.py

How Ansible Works

Ansi bl e works by pushing codé¢sbl(dmanagémdodhwldesd®) ,t exeremodti eaghohem t
removing them after the remote host is in the 6desiredod6 state.

The automation jobs are described in YAML language. Playbooks, written in YAML, are used to manage
configurations and deployment to remote systems.

Playbooks contain plays which map remote hosts to tasks. A task is nothing more than a call to a Module. Modules
are task plugins that do the actual work on a remote host.
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http://www.oracle.com/technetwork/server-storage/vm/downloads/ovm-tools-3604795.html

C root@dhcp-10-211-54-119:/etc/ansible = | B |

- hosts: bastion
remote_user: root

tasks:
- name: make sure httpd is started
service: name=httpd state=started
notify: "restart httpd"

handlers:
- name: restart httpd
service: name=httpd state=restarted

"playbook.yml" 12L, 241C -

Figure 1: Sample Ansible Playbook

Figure 1 shows a sample playbook thathasonlyone pl ay to be executed on remote host O6ébasti
root. The task is to make sure httpd service is started on bastion
decl ares the desired state as O6startedd for service httpd.

Handlers are special tasks that are carried out if the preceding task was successful i.e. it made a change in state of

the remote host. Thus, in this case the handler Arestart httpdo wo
onbastionhostby t he t askeodmtakp dinaotterwertlsaifthitpd wad @iready running on bastion (i.e

task édmake sure httpd is runningd di dntiethandheskoeldrotrhgve change to the re
been executed.

Architecture

Figure 2 shows an Ansible Control Machine components and also the architecture of Oracle VM Manager located
on the Management node of PCA. Ansible manages the PCA by connecting to the REST APIs for Oracle VM
Manager (accessible by HTTPS over port 7002 as shown in figure). The detailed architecture for Oracle VM can be
found here.
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https://docs.oracle.com/cd/E64076_01/E64081/html/vmcon-ovm-arch.html
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Figure 2. Architecture diagram for Ansible based deployments

This lab setup has the following components:

0 Control Machine: An Oracle Linux 7 system external to the PCA on which Ansible is installed serves as the
Control Machine. Ansible package is available via the 0l7_developer EPEL Channel.

U0  Managed Nodes: The remote systems that Ansible manages remotely. In our case, the managed nodes would
be the PCA management nodes. The location of managed nodes (Host names or IP address) is defined in
Inventory File. The default inventory file is etc/ansible/hosts on the control machine.

E root@dhcp-10-211-54-119:/etc/ansible - O | E |
# This is the default ansible "hos -

1d Tive in fetc/ansible,

e delimited by [header] elements
names or ip addr s
A hostname/ip can be a member of multiple groups

e CHE R HE B

[wvmware]

Figure 3. A sample inventory file located at /etc/ansible/hosts
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Custom Module Arguments
The custom module ovmm_vm.py takes the following arguments as inputs from the user.

1 state=dict(required=True, choices=['present’, 'absent, 'start’, 'stop']),
1 name=dict(required=True),

1 description=dict(required=False),

1 ovm_user=dict(required=True),

1 ovm_pass=dict(required=True),

1 ovm_host=dict(required=True),

i ovm_port=dict(required=True),

1 server_pool=dict(required=False),

1 repository=dict(required=False),

T vm_domain_type=dict(default="XEN_HVM',
choices=["XEN_HVM","XEN_HVM_PV_DRIVERS","XEN_PVM","LDOMS_PVM","UNKNOWN"]),

1 memory=dict(required=False, default=4096, type="int'),

1 max_memory=dict(required=False, default=None, type='int'),

1 vcpu_cores=dict(required=False, default=2, type='int'),

1 max_vcpu_cores=dict(required=False, default=None, type='int’),

1 operating_system=dict(required=False),

1 networks=dict(required=False, type='list'),

1 disks=dict(required=False, type='list'),

1 boot_order=dict(required=False, type='list')
Note: The arguments with required=True have to be supplied while making a call to this module, else the module
execution fails and Amissingodgeredtaigumeniss<argument rasery e M

Note: The ovm_user and ovm_pass are required for basic HTTP Authentication. They are not required if you
set up SSL Certificate verification for Oracle VM as discussed in Appendix I. In this case, (required=False)
needs to be set for both ovm_user and ovm_pass in order to not supply

The 6ovmm_vmdé module can be used for @utomating the f

» Creating a Virtual Machine
» Deleting a Virtual Machine

v

» Starting a Virtual Machine
» Stopping a Virtual Machine

Ar gumstated @ an t a kPRresdnt, abadntystast, stop. Each value represents the desired final state of

the VM. The value ofargument O6st at ed determines the desired action.

» State=present means that the specified VM should exist on the PCA after execution of the module.
Thus, if it is already present, Ansible returns the ID of the existing VM without making any change to the
remote syst e m. I f the specified VM doesndét exist, it

» State=absent means the VM will be deleted if it exists on the PCA. This deletes the VM disk mapping,
VM disk and VNICs along with the Virtual Machine.

» State=startwouldst art the specified VM, would do nothing

ol

S

f

owi

ng

oper

created wi

t

he
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» State=stopwi | | stop the specified VM if it is in érunningb state

Executing the Module

The custom module and the Ansible playbook that uses the module need to be placed on the Ansible control
machine. For custom modules, Ansible will look in the library directory relative to the playbook, for
example: playbooks/library/your - module.

Figure 4 shows the relative location of playbook play.yml and Ansible module ovmm_vm.py on the Control
Machine.

E mot@dhcp—‘l-.ﬁ— (S] |

0 -10-211-54-119 ] ~

= myplaybook. ym playbook.ym]l play.yml
9 ansiblel# cd Tibrary/
9 library

stmod. py

hcp-10-211-54-119

Figure 4. Playbooks are located at /etc/ansible and custom modules are in /etc/ansible/library

Each of the tasks described in module ovmm_vm.py can be carried out by either making a call to the module from
Ansible command line (Ad-hoc command) or using Ansible Playbook. Both methods are discussed in the
following sections.

Figure 5 shows the Oracle VM Manager GUI for PCA. We have 2 VMs on Server Pool SP1, named &T_vm16in

Stopped state a n destvind i mRunhihgstate.Let 6 s aut omate the |ifecycle management tasks
performed using the custom Ansible module ovmm_vm.py
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&« C | A Notsecure hRitps.//10.211.54.59:7002/ovm/console/faces/resource/resourceView.jspx r & 5T I
ORACLE" VM Manager Logged in as: admin Logout Seftings ~ Help h
[ Heaith WSS CLE LN Repositories Y Networking Storage Reports and Resources |  Jobs
BPEF 2K » I View v | Perspective: [Virual Machines S 4 ey 2O 5 & W e I
v Server Pools |Name 4 |Status  |Tag(s) |Event Severity |Server |Max. Memory (MB)Memoary (MB) |Max. Processc
= W_WJ SP1 = ST_wvm1 Stopped Informational dhcp-10-211-54-. 4026 4086 4
[m Unassigned Sarvers L= testvm Running Informational dhcp-10-211-54-... 2048 2048 4

3 Unassigned Virtual Machin

4 » :I

-

=

@ Job Summary: [ 0 Total Jobs @UPending Bﬂ\n Progress BUFai\ed Eil:lhborted @UComplete |

Description |status |Progress |Message | Timestamp | Duration | Abort |

Na data to display

4 »
Figure 5. Oracle VM Manager GUI showing 2 VMs i ST_vmLl in stopped state and testvm in Running state
Ansible Ad-Hoc Command Method
Anad-hoc command is something that you might type in to do
later. The syntax for ad-hoc commands is
$ ansible <hostname> -m <module_name> -a <arguments_to_module>
Playbook Execution
Playbooksare Ansi bl e6s configuration, deployment, and orchestrat

want your remote systems to enforce, or a set of steps in a general IT process. Playbooks are written in YAML
format. The syntax for running a playbook is:

$ ansible-playbook ii<inventory file> <playbook_name.ym|>

Note: Ansible uses the default inventory file located at /etc/ansible/hosts if flag i is not specified while executing the
playbook.

Examples of executing the module ovmm_vm.py using playbook are shown in the following section.

somet hing

on
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Create a VM

To create a VM with Virtual Disks and Virtual NICs, the following arguments need to be specified while executing the

module ovmm_vm.py

i state=present
1 name
 ovm_user

1 ovm_pass
 ovm_host

1 ovm_port

1 repository

1 server_pool

1 networks i provide a list of all the networks corresponding to the Virtual NICs that the VM should have.

For two VNics on same network, type the network name twice as shown in Figure 6.

1 disks i provide a list of virtual disks in the form of a tuple [Virtual Disks name, size in bytes, Repository] as

shown in Fig 6.

The playbook used for creating the VM is shown on Figure 6.

E root@dhep-10-211-54-

- Name:

st my module
hosts

ovm
tasks:

- name: Create a Virtual Machine
ovmm_vm:
state:
name

present

AU EE]

admin
X

vCpu_cor
boot_ord

networks: ["wMnet', ‘vMnet']
disks: [['diskl’, 1073741824, 'MyRepo'], ['disk2’, 1073741824, '"MyRepo']]

w

Figure 6. Pl aybook play. yml showing the task 6Create a VM6 on
The execution of the code for creating a VM is shown i n Appendix I.

Case 1:

Specified VM d o e s exidtton PCA, Desired State: present

I'n this case, as the specified VM doesndt exist

pool and repository on PCA and display a changed=True message. Figure 7 shows this execution on the VM

®&T vm330 and Ansi bl e

on

ret ur ngeatae de sassmdy efi cshaayn gnegd sATVIMU e © .

remot e

PCA,

host ovm

we

expect
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[(€ root@dhcp-10-211-54-119;/etc/ansible N-Z-|-E'-|ﬂ]

[root@dhcp-10-211-54-119 ansiblel# ansible-playbook play.wyml -

PLAY [test my module]
[setup]

TASKE [Create a Virtwal Machine] :
ged: [1 1.54 1 |

TASK [dump test outp

m

| PLAY REC?
10,.211.54.59 change unreachable=0 ailed=0

[root@dhcp-10-211-54-119

[ C— - g

Figure 7. Execution of Playbook play.yml when the VM doesnod6t exist on t

The fact tSAam33& hies Vdwthes aemaethosbcan be seen in Figure .

&« C | A Notsecure | hips;//10.211.54.59:7002/ovm/console/faces/res celie ¥ o
ORACLE’ VM Manager Logged in as: admin Logout Seitings ~ Help ~
Servers and VMs Repositories Networking Storage Reports and Resources Jobs
B P& AR Qo View ~ | Perspective: [Virtual Machines RS 4] Hey 7 OG5 & &l »
7 [P§) Server Pocls MName a - |Status  |Tag(s) |Event Severity |Server Max. Memory (MB) Memory (MB) Max. Prot
= 'EE, 5P1 B 8T_vmi Stopped Informational  dhcp-10-211-54-... 4096 4096 4
[l Unassigned Servers B> ST_vm33 Stopped Informational  dhcp-10-21 4006 4096 4
[3 Unassigned Virtual Machines = testvm Stopped Infermational  dhep-10-21 .. 2048 2048 4
»

ia
a

@ Job sSummary: [E] 7 Total Jobs @0 Pending BO In Progress EO Failed G 0 Abarted 7 Compl

o
w

Description Status Progress IVessage Timestamp Duration Abort
Create Virtual NIC on VM: §T_vm33 Success May 18 95ms

Create Virtual NIC on WM: ST_vm33 May 18 Tams

Create WM Disk Mapping on VM: ST_vm33 May 18 76ms

Create Virtual Disk: disk2 on Repository: MyRepo May 18, 1s

Create WM Disk Mapping on VM- ST_vm33 May 18 a6ms

Create Virtual Disk: disk1 on Repository: MyRepo Success May 18, 2018 5:09:24 am 15

Create WVM: ST_vm33 on Server Poal: SP1 Success May 15, 2018 8:09:23 am 9dms Abort

Figure8. The 9Mvm830 i s successfully created in the Oracle VM Manager GUI

he
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Case 2:
Specified VM exists on PCA, Desired State: present

In this case, as the specified VM exists on PCA, we expect the module to not make any changes on PCA and
display a changed=False message. Figure 9 shows the playbook play.yml used for this case. Figure 10 shows this
execution on the VM 6ST_vmldé and Ansi ble retumns a message saying

T — — n
C root@dhep-10-211-54-119:/etc/ansible E=SEef™ <™

- name: test my module
hosts: owm

tasks:

- name: Create a Virtual Machine
OVIMm_\m:
present
ST_vml
admin

dhcp-10-211-54-59
port: 7002
_pool: 5P1
Y: MyRepo

VCpu_

boot_or 2

nety : ["vMnet’, "wvMnet']

disks: ["disk1", 1073741824, 'MyRepo’], ['disk2', 1073741824, 'MyRepo’]]

r“egiiter‘: Ttestout
- nName: dump Test output

debug:
msg: "{{ testout

Figure 9. Playbook play.yml with state=present when the VM already exists on the remote host

If the specified VM already exists on PCA, Ansible makes no change to the remote system and returns the ID of the

already existing VM with same name. In this case, the specifi ed VM 6 ST_vmldé exists and has | D
®004fb0000060000c16ea2401e5b80f46
E roct@dhcp-10-211-54-119:/etc/ansible = | B i

ible-playbs play.yml
" [test my module] -

TASK [setup]

TASK [Create a Virtual Machine]

TASK [dump test output]

PLAY RECAP -
changed=0 unreachable=0 failed=0

[root@dhcp-10-211-54-119 ansible]# |

- — #]

Figure 10. Execution of Playbook play.yml with state=present when the VM already exists on the remote host
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Delete a VM

To delete a VM along with the VM disk mapping and Virtual Disk, the following arguments need to be specified while
executing the module ovmm_vm.py

| state=absent
1 name
 ovm_user

1 ovm_pass

 ovm_host
1 ovm_port
The playbook used for deleting the VM is shown on Figure 11.
€ root@dhcp-10-211-54-119/etc/ansible T K : — o o S

- name: test my module
hosts: owvm

tasks:

name

ovm_ admin

u
ov rn_la b

|| ovm_nost: dhcp-10-211-54-59

ovm_port: 7002

I"Eg'i ster: testout

- name: dump test output
debug: N
msg: "{{ testout }}

Figure 11. Pl aybook del et evmDeletmh ¥Y¥MOwDNgr emet eabbsd ovm

Note: The module ovmm_vm.py carried out the deletion of a VM by calling the deleteVM function (defined in
ovmm_vm.py). This function deletes the VM disk mapping, virtual disk and the Virtual machine from the PCA as
shown in Figure 13.

Case 1:
Specified VM is running on PCA, Desired State: absent

I'n this c astemd tdaedidrtvning on the PCA, so Ansible should Kill it and then delete it on the
remote system and show a changed=True message to show that VM is deleted.

Figure 11 shows the playbook deletevm.yml used for thiscase. The VM fitestvmo i s present on the remo
fovmo and should be deleted after execution of this playbook. The

When this playbook is executed, we expect Ansible to changethest at e of r emote host 6ovmd by del eting
speci fied VM 6testvmo.

Figure 12s hows t he result of execution of this playbook. The output of

a Virtual Machined changed t he st asteowd fehonge hoBrtueod mand htead eas't

message AVM del etedo.

11 | AUTOMATE INFRASTRUCTURE LIFECYCLE MANAGEMENT ON PCA USING ANSIBLE



AY [test my module]

setup]

|| PLAY RECAP
1 1.54

E root@dhcp-10-211-54-119:/etc/ansible
oot@dhcp-10-211-54-119 ansible]# ansible-playbi

unreachable=

ot@dhcp-10-211-54-119 ansible]# |

deletevm.yml

0 failed=0

Figure 12. Execution of Playbook deletevm.yml when the remote host is not in desired state

The fact
shown in Figure 13.

that th

< C | A Not secure
ORACLE" VM Manager

hitps://10.211.54.59:7002/ovm/console/faces/res

e VM 6testvmb

has

been

actually

b4

Logged in as: admin Logout Settings - Help ~

@ dset ed

Servers and VMs Repositories Networking Storage Reports and Resources Jobs
B 2 A View v Perspective: [Virtual Machines Ve 4 oy 2O 5 & -
'V [F9 Server Pools Name a7 Status | Tag(s) Event Severity |Server Max. Memory (MB) Memary (MB) Mz
[= 'Bj, SP1 L= ST_wvm1 Stopped Informational  dhep-10- 40985 4036 4
[[f] Unassigned Servers Stopped Informational  dhcp-10-21 ... 4098 4098 4
[Z1 Unassigned Viriual Machines
3
i
1
= |
@ Job Summary: [ 3 Total Jobs @0 Pending EB 0 In Prograss EO Failed EE 0 Aborted @5 3 Complete
Description Status Progress IMessage Timestamp Duration
Delete VIM: testvm Success May 18, 2018 10:46:28 am 103ms
Delete \irtual Disk: disk1 from Repository: MyRepo Success May 18, 2018 10:46:36 am 1s
Delete VIV Disk Mapping: Mapping fer disk Id (0004fo... Success IMay 18, 2018 10:46:35 am 129ms
3
Figure13. The VM O6testvmdé is deleted as seen in the Oracl

VM Manager

C

an

be

GUI
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Case 2:
Specified VM d o e s exiétion PCA , Desired State: absent

I'n this c¢agvemd tdhoee s Wb té exi st on t he P Cychange tothAnermoteBystem shoul d not make
and should exit gracefully.
Figure 14 shows the playbook deletevm. y ml used for this case. Thi seestipd aybook contains @
moduled t o be execut edovmispetiflecin thedemfartsible/hostsdile). The playbook has 2 tasks T
Delete a VM and dump test output.
—— — ——
€ root@dhcp-10-211-54-119:/etc/ansible = | E -
- name: test my module
hosts:
ovm_
OVM_pPass : X
ovm_host: dhcp-10-211-54-59
ovm_port: 7002
register: testout
- name: dump test output
debug: .
msg: '{{ testout }}°
Figure 14. Pl aybook play. yml showing two tasks to be executed on remote host 060V
When this playbook is executed, we expect Ansible to not make any
specified VM 6myvmdé doesndt exist. In other words, the remote host
Figure 15 shows the result of execution of this playbook. The output of the execution clearly shows that nothing was
changed on theremote hostandour modul e returns a message AVM doesndt existo

rE root@dhcp-10-211-54-11%:/etc/ansible oo
[root@dhcp-10-211-54-119 ansiblel# ansible-playbook deletevm.yml -

PLAY [test my module]

TASK [setup] *
TASK [Delete a virtual Machine] =

TASK [dump test output]

m

PLAY RECAP * :
changed=0 unreachable=0 failed=0

[root@dhcp-10-211-54-119 ansiblel#

Figure 15. Execution of Playbook play.yml when the remote host is already in desired state
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Start a VM

To start a VM, the following arguments need to be specified while executing the module ovmm_vm.py

\ state=start
1 name

 ovm_user
 ovm_pass
 ovm_host
1 ovm_port

The playbook used for starting a VM on PCA is shown in Figure 16.
— -~ - — ]
C root@dhcp-10-211-54-119/etc/ansible = | G

- name: test my module
hosts:

ovm
tasks:

- name: Start a virtual Machine

OVIMm_\vm:

| state:
name: S
ovm_
ovm_
cr-.-'m_ﬁost. dhcp-10-211-54-59
ovm_port: 7002

start
_wm33

admin

r‘eg'iSter: Testout
- Name: dump TesT output

debug:
msg:

| EEEEREREE———————..

Figure 16. Pl aybook startvm.yml showing the

{{ testout }}

6Start a

t ask

Case:

Specified VM exists on PCA and is in stopped conditi  on, Desired State: st art

In this case, as the specified VM is stopped, we expect the module to start it on the PCA and display a
changed=True message. Figure 17s hows t hi s e x e cSTtvind@&h amd t Ares iVIM &
saying AVM Stchanged=THamue 0.

VM6 on

remote

returns a

host
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E root@dhcp-10-211-54-119:/etc/ansible

artwm.yml

Virtual
211.54.

[dump test output]

unreachable=0 failed=0

Figure 17. Ansible changes the state of remote system to start the specified VM on remote host

Thefact t hat t h386 VIMa® Sdctvmal |y been started
as shown in Figure 18.
& C | A Not secure | Bttps;//10.211.54.59:7002/ovm/conscle/faces/resource/resourceV ew.jspx

Logged in as: admin Logout

ORACLE VM Manager

Settings ~ Help ~

w L+ ]

c an MénegerGBIr i fi ed

m Servers and VMs Repositories Networking Storage Reports and Resources Jobs
BRI 2R a® View ~ | Perspective: [Viriual Machines RS 43 Fay 2 OG> 51 &
V [F5 Server Pools Name A |Status  |Tag(s) |Event Severity |Server Max. Memary (MB) Memary (MB)
- B sp1 ST P " TP PR TR e
[l Unassigned Eers I» ST_wvm33 Running Informational dhcp-10-211-54-... 4096 4096
[[J Unassigned Virtual Machines
»
: ﬂ
x|
@ Job Summary: [ 1 Total Jabs @0 Pending E;O In Progress IECI Failed |3 0 Aborted  E 1 Complete
Description Status Progress Message Timestamp Duration Abort
Start VM: ST_vm33 Success May 18, 2018 10:54:27 am Gms Abort
3
Figure18. The VM3® ScTarvmbe seen running in the Oracle VM Manager GUI
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Stop a VM

To stop a VM, the following arguments need to be specified while executing the module ovmm_vm.py

{ state=stop
1 name

 ovm_user
 ovm_pass
 ovm_host
1 ovm_port

The playbookusedfor t his task 6stopvm.yml 6 is shown in Figure 1

~—— ~—
€ root@dhcp-10-211-54-119/etc/ansible ool o S

- name: test my module
hosts: ovm

tasks:

- name: Stop a Virtual Machine
CVMM_Vm :

stop
T_vm33
ovm_ : admin

OvM_pass: X
ovm_host: dhcp-10-211-54-59
ovm_port: 7002

I"Eg'i ster: Testout

- name: dump test output
debug: .
msg: '{{ testout }}

- o

Figure 19. Pl aybook stopvm.yml showing task AStop a VM6 to be executed on host

Case:
Specified VM exists on PCA and is in stopped condition  , Desired State: stop

In this case, as the specified VM is already stopped, we expect the module to not change anything on the PCA. This
property of Ansible is referred to as Idempotency. Figure20s hows t hi s exe cSTtvinldn aond tAhmei YWMed
returns a message saying AVM is already stoppedod0 as expected.
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e —
€ root@dhcp-10-211-54-11%:/etc/ansible = | E |
[root@dhcp-10-211-54-119 ansible]# ansible-playbook stopvm.yml -

AY [test my module]

[setup]

SK [Stop a Virtual Machine]

SK [dump test output]

m

PLAY RECAP
changed=0 unreachable=0 ailed=0

t@dhcp-10-211-54-119 ansible]# |

Figure 20. Ansible makes no change when the remote system is already in desired state

I'n this caSleymld fwashei WM e Running state prior to execution of the
stopped the VM and displayedofimbasnggd: True and VM stopped

Idempotency

The custom module 6ovmm_vm.pyod is I dempotent i.e. running the modu
words, an operation is idempotent if the result of performing it once is exactly the same as the result of performing it
repeatedly without any intervening actions.

To illustrate this concept, we can use the same playbook as shown in Figure 10. The playbook specifies that the VM

destymd should be absent from the target host cifed/MilfrooRlenni ng t he playbo
target host. Thi 4 emé¢dvomeds ntéhtate xihset Vavhydmor e and running this playboolk
any change to the remote host 6o0ovmb.

Figure2ls hows t hat when we run the playboold pPMaay.iynmldo adgpeism,btt hcen atnagsek
anything on the remote host. We can also see from the test output
message says AVM doesndt existo as expected.

This playbook can now be run any number of times without making any change to the remote host. This is an

important property of Ansible, which allows the user to only specify the desired state of the remote host without

having to worry about the current state.
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Figure21.Ansi bl e modul e 6ovmm_vm.pyo6 is | dempotent
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