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Oracle Exadata Deployment Assistant

Oracle Exadata Deployment Assistant (OEDA) (d. ExadataTVM%ZAERL S BIcshDHE—DY—)L

1. OEDA Webl—Y—-A>471—R%ERL TIERkZ{ERX
2.  OEDATJOA XX MDIzDHAFIN —IRIE % %
- DNS. VLANA®DRA(YF. H&U'Secure FabricziEmk
3. OEDATJOAA>bOfeshICExadatas A7 L %
« # switch_to_ovm.sh, applyElasticConfig.sh
4, OEDATTOAXIK-Y=)LTIRAT LT J0A
. # install.sh
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OEDA#BRY -l
(RABE @R TOT —IR=Z - P~/ (- IBRDIEIR

° 4&7@45%5%?7’:(I#%fifiiﬁ_ﬂ‘%ﬁﬁ ORACL € Engineered System Configurator ‘ Options ¥ ‘
« IANTCLinux VM Hardwars
o IANTLINUXDYPEENS> | | osemmesysem

° jJXQA (—EIIBO)-U-_} (‘_ (IVM . v Choose Operating System
_EBOD-U-_} (‘_ (j:tl:% EE) Database Node Operating System Configuration

Operating System cho..

All Linux WM

> Select Hardware

Operating System

b

Operating System choices: Choose whether to
configure all database servers as

1 —t RY N\ p \
Y E Q 0)7—_@ —_— Z ° 'U'_} \ _(i bare metal - Linux Physical, or virtual machines -
/\ Linux WM, which represents Apply
\ 5 \ 3 3 gither XenfOracleVM or KVM (for X8M servers). L J
VMD 4%i¥0)b\§;1 l b t*%m Select Custom to specify

different operating systems for each server, and
also to configure the
available machine cores for h server when

eac
Capacity on Demand is enabled.
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OEDASHY -l
ExascaleA L —2 - T— VD&

- ExascaleAbL—2-T—)LD
Storage Server#ziZiR

- {HEFE]EERStorage Server
IRTZEIRT DL 7R

« ANV =T =)L - HAX%AERK
- ExascaleT{ERHINS
AN —2 - T=)VICTRIEZ I 2

o J$E0DExascaleDihsRF(E
ASMA KN —Z(C(F
RENIHTomEEZHEAE
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v Exascale

ExascaleCluster1

Cluster Name

ExascaleCluster1

11117

REST IP Address

REST Hostname
dbmOers0.x.co

Select Exascale cluster nodes
Available nodes

Cell dbmOceladm01
Exadata X11M Cell Node HC 22TB

Cell dbmOceladm02
Exadata X11M Cell Node HC 22TB

Cell dbmOceladm03
Exadata X11M Cell Node HC 22TB

Storage Pool Details

Storage Pool Size(%/GB... Storage Pool size

50% 368802GB

>

>>

<<

Storage Pool Name

hcpooll

ERS Network ID

3

Selected nodes

Cell dbmOceladm01
Exadata X11M Cell Node HC 22TB

Cell dbmOceladm02
Exadata X11M Cell Node HC 22TB

Cell dbmOceladm03
Exadata X11M Cell Node HC 22TB

Rack capacity (raw): 737604 GB
Rack used space (raw):368802 GB
Rack available space (raw):368802 GB




OEDA#ERY -l
DSRIDEE

- JRIEZEIA
o TERTBVMISRIER
o _FEEDOVMISRAAZEIERKT D
T—AINR=Z - H—){-BLUStorage Server

o BISAHTIEFIRTDOStorage ServerDfER%
R

o VMUSRHEE?

« Oracle GI/RACEZE1TU.
ZTheENHEUHEBEXadataA b —>
(ASMZFz(dExascalehEIE) (C7ItEXU.
BRZT-AIN-Z-H—/)\—_L(CHd
1Dl EDOKVM GUEST
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v Define Clusters

H Add Cluster |

Cluster-c1

Cluster-c2

Select Cluster nodes

Available nodes

VM Server dbmOdbadmO1

VM Server dbmDdbadmO?2

Cell domOceladmO1
Exadata X11M Cell Mode HC 22TEB

Cell domQOceladmO?2
Exadata X11M Cell Node HC 22TB

Cell domQOceladmO3
Exadata X11M Cell Node HC 22TE

-




OEDASHY -l
Exascale®VM{E R D&

« REFIA

Exascaleh—)L b4 X

VMT ZARDT AR + A A= DFEHR
% Phld. Exascaleih—)L .
Fr@0-nL-T4RY

GI/DBJ7A )L D&Mz (.
Exascalerh—JLh (23aiDdr) .
FIZFASMT AR T IN—T

x

VMiZ. VMA A= FP1IUE

ExascaleZz{&FHU.
F—AR=X T4 ) AN —Z(C
ASMZ{EFRT 35ah 9D

23ai7 —AN—XTlZ.

J74)- AN —(CExascaleXfzld
ASMOWINHDHZER T 355
hé3
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Exascale clusiers

ExascaleClusteri

Use Exascale for VM file storage

Vault Hame Vault 5lze HC
Cluster-clvault 10000G
CI t Grid Scftware Version Base LIII'-E‘C'.CI}'
usters 23.6.0.24.10 v fu01/appforacle

Exascale clusters
MNone - Use ASM for storage

Mone - Use ASM for storage

ExascaleClusteri

Use Exascale for VM file storage

Selecte

No item|




OEDA#EY -
HD52AD&ERK (Define Clusters)

o VMISRAFENZEN T EEDERK TR E
« OS® User Name & OS Group Name
¢ VMOBAX (XEY, CPU)
 Grid Infrastructure®/N\—>3> VI NIT VP DIGFR
- Exadata System Software®/\—>3>
o ASMTART- I —T (BLUERBLRBAN - JUyR-T12Y)
o TAR=ADIN=T3>EVINITT DIHFR
o YJHAT—AR-ADIERK
o DAV RYRNT=9, \wIPyT Ry ND -4, EIRRY NI —JHER%
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OEDA#EmY -
BERFY NI —J1ERk

- BERYNI-I. BFJUTFAT7 A
FwhJ—910802.1Q VLANA+>
JHhFIFR] e

o EBHOVMTOEMENT1Y)
SRR A RS R0
NSD19) % 3k DI,
BYIIA9T—EDOVLAN IDE
IP7 RU RIS A BIESTE

- VLANFIHODZA.
BIERYRND =T - Z(vFBLU
DIAT N2y NT =2« ZAYF T,
OEDAT JOAZEITDRIIC
VLANSY 8 ENNE
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bm v Cluster Networks

Advanced

Enable WLAN

(] Enable Secure Fabric

VLAM

| q—

‘ Close

‘ Advanced

this Cluster: 2
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Advanced Network Configuration

30

Private Network Secure Fabric

Secure RDMA Fabric Isolation(d.
RoCExXYR~NI—IJTVLANZ{ERAUT.
Oracle RACYU3XAICHITS

BASIRRY NI =D D3 B2 =T

Secure RDMA Fabric Isolation#!F3bF
(. BEDVMIS A TStorage Server®
)Y -RAzHBFI BN, Storage Server fa
CTHHEEE(FAT]EE

20241085 DOEDAUY — X LARE®D
¥FRROA>S TR T TOMA NT(E
Secure Fabrich'TJ#)L N TiEIRENS
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Private Network Configuration

Cluster-c1

Cluster VLAN

Cluster VLAN
2744
- Advanced

Start 1P
- 192.168.39.118 [ Enable VLAN

. Mame Mask Enable Secure Fabric
dbm0%%vmclul-

Storage VLAN

Storage VLAN
3000

Total Privat

‘ Close




OEDA#ERRY -V

Installation Template

« Installation TemplateT
INRTOVMIFAHCDONT
Y TE MMEL (CERESN TV HVEHERD.
T JOARICIRIR
(DNS. Z1/vF. VLANZRE)
W E LB EN3LI(CT D
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ORACLE

EXADATA

Installation Template

Clusters Information

Cluster Information:
Fersion
Name
Customer Name
Application
Home
Irmventory Location
Base Dir

i lisné Dnmain

Cluster:Cluster-cf3413015-352d-4443-0932-9f4ce4cal314 id

Database:
19.18.0.0.230117 Fersion
Cluster-cl Name
Customer Database Home
Application Inventory Location
full/app/19.0.0.0/grid Block Size
full/app/oralnventory Database Template
full/app/oracle Database Tvpe

i

19.18.0.0.23(
dbldbl
/ull/app/ord
/ull/app/ord
8192

OLTP
RAC Databs

AT




OEDA#BRY -l
VMF T 04X hDRy NI~ B

JA2R=R> b RANZ DA
KVM HOST Mgmt ethO dmO01dbadmO1
(T—HR=R-B-){-C¢C1D)  Mgmt ILOM dmO01dbadmO1-ilom
Mgmt ethO dmO01dbadmO01vmO01
;:;;\/:_7\ A @A Client bondeth0 dmO1client01vmoO1
(F=AN=Z-H—-)\-C¢(C1DBL Client VIP dmO1client01vmO01-vip
+) Client SCAN dmO01vmO01-scan
Private RoCE dmO01dbadmO01vmO01-priv
Mgmt ethO dmO1lceladmO1
ANV=2 - 5—=){— (WIENYS>EREU) Mgmt ILOM dmO1celadmO1-ilom
Private RoCE dmO1celadmO1-priv
ZAvF (WpIEY > eED) Mgmt and Private dmO1lsw-adm, dmO1lsw-roce
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KVM GUESTDFT 1A -LL7D b

74> AT I

/ (root) 15G I=b-Tr1I->ZF

/u01 20 G Oracle BASE

/u01/app/<ver>/grid 50 G JUYR-A2ISANIIFV-VYINITITDR—1

/u01/app/oracle/product/<ver>/dbhome_1 50 G T—AR=X-YINITTDR—L1

/tmp 3G /tmp

/home 4G 1-Y-0Oi—L-T1LIN)

/var 2G /var

/var/log 18 G IAFAL-04

/var/log/audit 1G JATLEEEDI

/crashfiles 20 G AT Lkdumph—=IL-J3v>1vmcore

/boot 512M SRFL-T-h

ZDADLVMBELE 44 G LVDbSwapil. LVDbSys2. LVDbVar2. LVDoNotRemoveOrUse
aif 228G
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Exadata KVMOEERBBRAITFIA

o HHERATFIAY-)
« OEDACLI - OEDAOY>RIA>A4>2ATI—R
« vm_maker

« [Oracle Exadata Database MachineX>F77F>X -4 RI%=SHE

« [Oracle Linux KVM GUESTOE1H |
https://docs.oracle.com/cd/G13837 01/dbmmn/managing-oracle-linux-kvm-guests.html
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Exadata KVMO#B1T

o BIFEOIATLLEDT—AIN-ZAEFFRDEXadata KVMI AT AICEELT
« Ak
¥R MExadata KVM> X7 A _k(CData Guard A N\AZER L. AMYFA—/I\— (&/]\BEDIF 1EBFfE)
BEIFEDT —AR—2%FFRDEXxadata KVMI AT AICIER
BEFEDT —AIR—=2%)\WI7vIU. FiiDExadata KVMI AT LA ETT—AIR—R%=YZARNF

o N7 XA /YPIBOIRRETT JOA SNIZEEFDOROCER—ZMExadata> AT AZKVMI(CZE A
« A
BIEDT—AIN=2%)\wI7yTU. S AFTLAZKVMICBT JOAU, T—9IX—-ZA&EYZNT
F—AR=Z - H—\—-D1DFFH Ty M —E(CKVMIZZR
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{RAB({CEBIEDI\YVITFYI VAT

KVM HOST
o« SEBDIBFRADIREERIR) NI 7Y T /AN DT 5774 X

KVM GUEST
« KVM HOSTATO/\WI7YT : VMT AR+ ARX—=ZDAF YTy N e U, ZFwTSay NedEBIc)\wo 7y T
« KVM GUESTAATO/\wI7vT : ZENROSD/I\WIT7YvT /VZARNT DT 5551 A% E

¢« O-A-TARUREBEA -\ —-TOEDIZ LI UIBE - VMIYI 7T OURRTICED, BifUInatEhtmL
(OFD, A=N=-TOEZIZJ (AKIFI D TERRVMUR R HMAIFEN D EIEE D)

T—AR=ZD)\I YT [IZX T
- Exadata MAADIE#T 5971 2%RMAN, ZDLRA, I3 R- 2N~ TfEF

[Oracle Exadata Database MachineX> 77 >Z -4 RI%# &8
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YVINIIVDEFh

EFTI DI M- b

A= -5—)(— - YNIBKERkEEIL - IARTDStorage ServerlCxUssh7 7 ATER DY —/\-HBpatchmgrzE T,
F/z(IStorage Server Cloud Scale Software Updatetgez{#/H
RDMARYRND=7-J7JUyg-X  «  YPRERREERR - INTORMYFICH U TSsh7 I TRRB DY —/\-H5patchmgrz=iT
1YF
F—ANR=R-H—){— e IARTOKVM HOSTICXH U Tssh7IEATIERDY —/{—15patchmgrz3EqT
- KVM HOST «  KVM HOSTEHCEDT —AIN=-R - = \-DT7— LD 7% 7vTTL—R
e KVM HOSTOUT—NIE. IARTOO-AILVMOBIEENHE
« KVM GUEST:YJMI17(EKVM HOSTOEFHTHIIEFTINARL)
«  KVM HOST/GUEST(ZRIUN—->3> %179 2mERU,
212U FHEDNER TEFNMNERIZENHS (MOS 888828.10,) .
F—AR—-R-H—/){— e INRTOKVM GUESTICXHUTssh7IEATIERE DY —/\-h5Bpatchmgrz3E1T,
- KVM GUEST BE. VMISAFEATET (B IRTOD./—ROVMOLICZEST, RICvmO02:---) |
FfzlE. 1DDOKVM HOST_EDIARTOVMZIROKVM HOSTISED R CEST
Grid Infrastructure/ « Oracle Fleet Patching and Provisioning (Oracle FPP) . OEDACLI. F/z(3Z#EMR7yIIL —
F—HAN-2 Re\yFERADTEZER. VMISATE THRT,
GI/DBR—Al& FEATTOADEIC, XTI RENIET AR A X=SICRBB
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NIVA - FIVIEEEHR

KVM HOSTEKVM GUEST CExachk (AHF) %11
1DDKVM HOSTTZELT - IRNTOKVM HOST. Storage Server. A/YFTCOFIvI%EIT
ZVMISZAAD1DOKVM GUESTTZEIT - IRNTOKVM GUEST., Z0I3AINDGI/DBTODFIVIZELT

« Exadata Storage Software Versions Supported by the Oracle Enterprise Manager Exadata
Plug-in (MOS 1626579.1)

« KVM HOSTEKVM GUEST CExawatcherzZ1T
« Database®LUGrid InfrastructureME5tR 597 +1 X % EFH O] BE

- ZEHEI1A
« KVM HOSTI(EOracle Enterprise Manager£feldhAF LI 10 MA&INT 3L3(CHA ST N TLRL
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Exadata MAA/HA

- Exadata MAAREZE/MEIET 5974 A B]EE
MAA Best Practices for Oracle Exadata Database MachinezZ=H&

- Live Migration(@33EHR—b - RACZ{ERU. /—REITI—-I0—- RzFEE)
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DY —-AEH

« Exadata I/OUY—XEIE (IORM) Z{EAUExadata)yV—-ANER

« TAR=R-JY-IEIE (DBRM) Z{FEAULE. VMABLHISAIADIY - ADEE
VMADEFI DT —HIR—R(CDWT, cpu_countldT—AIN—ADA >V RAAD R LN TERTET 2N ESHD
cpu_count=2 &5

o O-DI-T14RIDVY-AEEBBIMEBIENEAIF T ERU
I/00ZW\J—I0—-RTEO-DI - TARIDER%ZEEFINE
EOENI/ONTA-Y R EFIHIED=H. ACFSEIZ(INFSZE{FE
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Exadata KVM/Xen®DLt#k

i HOST. GUEST domO. domU
N\=RI17-H7R—h X8M-2~X11M (RoCE®vhKI—I7%{EH) X2-2~X8-2 (InfiniBandxyhJ—I7Z{EF)
A=A KVM Xen
VMOEHE vm_maker, OEDACLI xm, OEDACLI. domu_maker
?;75%}7‘#_’ ‘=PYIR KVM HOSTEKVM GUESTT domOLdomUT
EUISO/yumiiRS N)ZfEFR 9 dpatchmgr HRBISO/yumUi NMz{ER 9 dpatchmgr
T74) 2 RT L&A xfs extd, BFLUVEXAVMIMAGESH)F(Cocfs2
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