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Installation Template

Client Access Nety

Cluster:Cluster-c48e00al1f-dca5-7151-5f9f-e2416e1f56d4 id

Database:

Version 19.4.0.0.190716
Name dbldbl
Database Home full/app/oracle/product/19.0.(

Cluster Information:

Fersion 19.4.0.0.190716
Name Cluster-cl
Customer Name Customer

Tnventory Location /ull/app/oralnventory
Block 5ize 8192

Database Template OLTP

Database lipe RAC Database

Character Sets ALIIUTEFS

Base Dir /ull/app/oracle

dbm001vm] eracle.com
dbm002vm] oracle.com

Thatahare Mhrnar and CEranne

Application Application
Home ull/app/19.0.0.0/grid
Tivventory Location /ull/app/oralnventory
Base Dir ull/app/grid
Client Domain oracle.com
ASM-5Scoped Security true
Compute Pkey 0xal00
Storage Phay 0xaall
Backur Location

Database Machines

ion

17

Disabled
BONDING OPTS="mode=active-backup miimon=100
downdelay=2000 updelay=3000 num_grat_arp=100"

LACP:

mueut Client Name Client IP Address VIP Name VIP IP Address VLANID

Database Server N/A N/A
VM dbm002vm1 203011313 dbm002vm]1-vip 20301135 Al
VM dbm002vm2 203.0.113.131 dbm002vm?2-vip 203.0.113.133 1111
16 Database Server N/A N/A
VM dbm001vm1 20301132 dbm001vm]-vip 20301134 Al
VM dbm001vm2 203.0.113.130 dbm001vm2-vip 203.0.113.132 1111
22
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Y= (T—BR=R-H—N—C¢IC Client VIP dmO1client01vmO01-vip
12BLE) Client SCAN dmO01lvmO01-scan
Private ib dmO01ldbadmO01vmO1-privl
Mgmt ethO dmO1celadmO1
A= B —N— (BT ERL) Mgmt ILOM dmO1lceladmO1-ilom
Private ib dmO1celadmO1-privl

AAYF (B2 ERL) Mgmt ethO dmO1sw-*
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