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SURDBAYTIUIROEAT. FOEYaZ>T - TOCRRICERLENE T,

» OCl DBaaS VM DS54 Y TL I X « XY UADA VNIV R SSH #EGAHAIT S, AV LR T74(47
24— )LD,
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» FVTLIRX « T=ER=ZD Oracle R—Lld. RZVINA « T—2ZX—=ZD Oracle /Ny F - v bERL
ThBRELIHYET, OC BIBHOBID/INY RIL - )Ny F - LNVTHY ., VT LI R - T—=2XRX=ZHF|
DINY RV - )Ny FEfeld PSU IKHBI5E. V77 FREBEDT—42N—X - R—LEFLCT—2X—=X - N\
YRy F - LANIS, V—AREE/N\Y FEATAHILEEROLET (V-RREREEZ2—T Y MRIE
DEHICA VA S—IVENTWVWS /Ny FERERT 5ciE. O< > F"SORACLE_HOME/OPatch/opatch
Ispatches"Z#R{TLET) »

» CORFIAYNTHMEERTFIBTIE. Y TLIRDT AU « T—EZXR=IHEREHEFED Data
Guard Broker #BRHO—EBICE > TWEWT EERHRELTVWE T, 7Y LI R - T—AXR—XDBEFEDT
O—AERHAEET 2881E. EBEATO—-HITOVTOERESZIICE THY .. BEO T O—HEEICH
LOWREVINA « T—=BR—AEEBMNT 2 HEEHMN>TVWE I EEFHRE LET, XOBEEICHT 2RYE
DYNOCONFIGUADIBEIE. BHEO T O—HiEmMaERL £,

SQL> select decode (count(1l),0, 'NOCONFIG') from v$DG BROKER CONFIG;

LISTENER EWSZBIDT 74V DU RS —%EALET, TORF2 A NTHHRTZFIETIE. 77+
DY RXF—% (LISTENER) ZEATHILZ2RELTVET, RIETHICE Y TLZADII >
DORDIARY FERFTLEY, FHEINIBRARTINE T,

x

$lsnrctl show current_listener | grep ‘Current Listener’ Current Listener is

LISTENER

» FVTLUIADI Y UHSRDARY FERGTL T RS — - R—bERELE T, FHRINIBERHOKRTE
n&Eg.

$lsnrctl status| grep 'Connecting to'

Connecting to (ADDRESS=(PROTOCOL=tcp) (HOST=) (PORT=(1521)))

T34 « T=ER—RXATOMAARR b « T53I7 T4 ADING A — 2 BEDRKE

RZ - TS50 T4 ZADYRAMIDWTE, [HRBESBLTREW, VX2V kDFilc. 7543V -
T—AR—ATCIDTALRZRT LTHLLCEEHBESHLET, TOCRPITEREINS REDO OV AT
BHEIERCZDL DI LT,

FYTULZR KA FEOCIDBaaSH R + & DD EFEDIRIE

LROFIESFET Lo, UTFDARY FERTLT. V—ADSE2—5 Y b\ BXUEZ—F v bH oY —
ANDERICEEONE N EZHEELE T, telnet (CRINLTED. ROFIEICHEHE T,

FYTVIRX-KRAME

[root@onpremisel ~]# telnet xXxx.XxX.xXX.xxx 1521
Trying XXX.XXX.XXX.XXX...

Connected Lo XXX.XXX.XXX.XXX.

Escape character is '"]'.

~“"C"]g telnet> g

Connection closed.
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OCIDBaaSH X + E

[root@oci2 ~]# telnet xxxX.xxXx.xXxx.xxx 1521
Trying XXX.XXX.XXX.XXX...

Connected to XXX.XXX.XXX.XXX.

Escape character is '""]'.

~“]g telnet> g

Connection closed.

F7AA4 AV 7OER

COFIBIEEANIT, 2T LZRHS OUNDT—2ZR=DBIT. BLOY VIV - A VA2V S) &
fzi& RAC T Data Guard Dt 87y FERLCTY, SIAVTLIADSIZUR A VTSR IFvD
2/—FRACIT, EfelgRACH VY TLERDSYZUR AT SXMZUFv®D SIIC Data Guard v b
T IR T avRbIET, TDRTA b - R—=/3=Tl& SI H5 RAC "NDOZEHBRF|BEIC DOV TIFERAL
FH A

https://docs.us-phoenix-1.oraclecloud.com/Content/Database/Tasks/mig-rman-duplicate-active-database.htm

AR

LUFOFIEIE. N7+ AZ2)bE VM DBaaS ¥ 4 FOMmAICEREINE T, HE—D=EWE. VM F—EXIE VM
IATTEICTDDT—AR=ZA LD R— b LEVWEWSTETT, AV TLIADT—EZR=EFL4H
B CT—AN—XZER T AT AR LET, DB AKFCICT 20BHH Y £IH. db_unique_name (&7
TARY VAT LEREGRBZEDICLTLEEL, V=X « T—ZXRX—=ZD Oracle R—LD/NyF « LN
&, VM DBaaS D7 —2 X=X EFLICY BRENHY FT,

&2 :DBaaSDIF a3~

OCI| DBaaS®Oracle
DatabaseV 7 k™7 BFNHTIM4ELUR

NDIT43av

Standard Edition Oracle Database Standard Edition 2,
*Data Guard Tl Standard Editionl&¥R— FShEFHA

Enterprise Edition Oracle Database Enterprise Edition, Data Masking4s & UfSubsetting Pack. Diagnostics# & Ut Tuning
Pack. Real Application Testing,

Enterprise High Enterprise Edition|Z AT DA 7L 3 % 75 X : Multitenant, Partitioning. Advanced

Performance Compression. Advanced Security. Label Security, Database Vault. OLAP. Advanced

Analytics, Spatial & Graph. Database Lifecycle Management Pack. Cloud Management Pack
for Oracle Database,

Enterprise High High Performance/Sw 77— ICUT DA 72 3 > % 75 R : In-Memory Database. Active Data
Performance Guard, RAC (2BDVMT EhZh2{E U LDOCPUMLE)
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FIE1 : DB A7 LOVME = IEBME{ER T 5

RO > 7 THEETNTWAFIBICHE>T. DB Y AT LEEBLEY, TZ2A/RVDF VY TILIR - T—%
N—REELEFHET —2N—RIHTET,

https://docs.cloud.oracle.com/iaas/Content/Database/Tasks/launchingDB.htm

RENVL + T=BN=XELTNT - XZ)ERFTSEEE FlLOT—EN=—IEEEL. 7> 7=
REFLEFINICT S EDTEET, T—EN—XDEFHE/N =320 V=R + 7—=ZN=XEFCICT
SUELBHET,

FIE2 : V—IVeEALT. fFREHDT— 2 N—RZ=FEITHIRT S

T=EAR=ZAPNTEEY 3 Z VT ENTEBHTELS. UTORIECT. AT —2X—XDT 7 A )L ZHIkk
LTLEEW, £2295&E RMAN ZEALT. Y TLIX - T=EZXR=IBNUX A7 ENET, RMAN
duplicate ZBIA g 2FIBIE. CDRF2 A2 P TRIFEHBALET,

T — 2= EHIRT BITIE ASM T R« JIb—Th 5. T—2X—=X - 771 IVEFHTHIFRT S
FiEEFEBLTLREEL, DBCA BT B E. REZUNADIEHITRF L THRE svetl DBFEP
Jetc/oratab DI MU HBHBREIN T LESTzdd. BELEWVWTIEEL,

OCl DBaaS KRR bDT —ZN—RZEFECHIFRT 5(CIE. UTOFIEZRTLES.

1. OCl DBaaS 7—4#~\—ZAMDIHED db_unique_name AHELET., ThiE. TNLEEOFIET2FEEL
TEATNET,
$ srvctl config database

2. RVVTREERLT INTDT—ERN—=X « 771 )V ZHIRRLET,

SQL> set heading off linesize 999 pagesize 0 feedback off trimspool on

SQL> spool /tmp/files.lst

SQL> select 'asmcmd rm '||name from v$datafile

union all

select 'asmcmd rm '||name from vS$tempfile

union all

select 'asmcmd rm ' | |member from vS$logfile;

SQL> spool off

SQL> create pfile='/tmp/<standby DB UNIQUE NAME>.pfile' from spfile; #Backup spfile
$chmod 777 /tmp/files.lst

3. TAR-EV vy FEUVLET,
BTBRIBHIC. T—AN—XOBRERMNELTHETET,

$ srvctl config database -d <db_unique_name> /tmp/<standby db_unique_name>.config

RIS, T—AN—RERBLEELET,

$ srvctl stop database -d <db_unique_name> -o immediate
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4, FT—=BR=R - T7AIVEEBRLET,

BEOT—2774)b B2« T7A4)b. —B7710)VEHBRLET, SXAT—K - J71ILHABEHZ 5N,
spfile NEFIBAENE T,

grid ==& LT (opc I—H—H5 sudo ZEFTL T grid I—HV—ITHIVEZS) « LMTFDLSICLET,

YERGEHD/tmp/fileslst ZiEEE LT, sqlplus DS ARBGITZ I NTEBRLE T, 'asmemd TR 21TIETNT
HLEY,

AT b ERELTRTLET,

[grid@<host> ~]$ . /tmp/files.lst

INT. FHIT—2N—RDET 7 A ILDHIRENE LTz,

FE3 : INAT—F « 7741b%O0C DBaaS KX blcaE—9 3

FYTLUZRDINAT— R -« 774 )%, OCl DBaaS KA ~MDSORACLE_HOME/dbs/orapw<ORACLE_SID>(Z 1
E—L%7,

INRT—F « 77 IVDIZFhEFERT

Oracle Grid Infrastructure 54 > 7L S XADKRA M TRITENTWVWBIFE. "srvetl config database -db

<db_name>"T/NAT—F « 77 1)LDOGAZHEEE LE ., Oracle Grid Infrastructure AR EINTLVEL, £

FElE/INRAT =R« 77 A0ILDBFHAMN NULL DB EIE. XX T—F - 770 )VIET7 7+ IV FDBHFA
(SORACLE_HOME/dbs/orapw<ORACLE_SID>) (c& W £,

$ srvctl config database -db testdbname Database unique name: testdbname

Database name:

Oracle home: /u02/app/oracle/product/12.1.0/dbhome 2

Oracle user: oracle

Spfile: +DATA/testdbname/spfiledbtestdbname.ora

Password file: +DATA/testdbname/PASSWORD/orapw<sid> <======== password file location

Domain: domainname.XXXX.XXXX

FVTVLIADINAT—F « 774)Vb%Z0C DBaaS KR FcaE—F %

OCIDBaaS H* RAC T—2ZRN—X THDIFAIE. OCIDBaaS DL/ — RIT/SAT— R « J7A)LEIE—LE T,
INAT— R« T 7 A IVDIFFAH ASM TIEEWIEEIE. LTFDELSICLTT7 7 IbaaE—LE T,

$ scp -i <ssh key for OCI DBaaS Host> $ORACLE HOME/dbs/orapw<SID> opc@<Public-IP-
OCI- HOST>:~
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INAT =K« T71IVOFFRH ASM TH BB EIE. 1—Y—%&"grid"&fcld ASM F—F =TIV EZ. UTD
SOICEBERHZEEL T, NAT—F - 77 )lZzaE— L%,

$ sudo su - grid

$ export ORACLE SID=<ASM ORACLE SID>
$ export ORACLE HOME=<GRID HOME>

$ asmcmd

ASMCMD> cd +<DISKGROUP_ NAME> / <DB_UNIQUE NAME> /PASSWORD
ASMCMD> cp orapw<SID> /tmp
copying +DATA/<DB UNIQUE NAME>/PASSWORD/orapw<sid> -> /tmp/orapw<sid>

scp -1 <ssh key for OCI DBaaS Host> /tmp/orapw<SID> opc@<Public-IP-OCI-HOST>:/tmp

OCl DBaaS R A ~DSORACLE_HOME/dbs/orapw<SID>Ic/NAT—R -« 774 )bEOE—9 3

0CI DBaaS KA D opec I—H—E LT UTFDLSITLET,
$ chmod 777 /tmp/<password file name>

$ sudo su - oracle

UGN AR ADOCT DBaas TlE. SORACLE HOME/dbs [T/NAT— K - 7714 )L ARELE T,
$ cp /tmp/<password file name> <ORACLE HOME>/dbs/orapw<SID>

RAC DBaaS B TClE. asMIT/NAT—F - I7 M)V REFELE T, grid I—F—&L LT UTDLIICLET,
ASMCMD> pwcopy --dbuniquename <standby DB UNIQUE NAME>
/tmp/pwdvictor.858.1001423135 +DATA/victor phx2w5/orapwvictor phx2w5 -f

Jf I ASMCMD-9453: failed to register password file as a CRS resource EFRRcE NICHE
I&. oracle I—H—& LTUTAERITLET,
$ srvctl modify database -d <standby DB_UNIQUE NAME> -pwfile

'+DATA/victor phx2w5/orapwvictor phx2w5'

INAT =R« 77AM)IVDELLBREINTVWASZ EZHEBLET (oracle £LT) &
$ srvctl config database -d <standby DB _UNIQUE NAME>
FIg4:v+Lv b« 77/)1b%Z0CDBaaSH R hlcIE—TF %

SORACLE_HOME/network/admin/sginetora ICLITFDITHAZTENTWS T &L T+ Ly b - T7 A IVDFAH
sqlnet.ora C ENCRYPTION_WALLET_LOCATION /INZ A —2 & LTEEINTWVWA T &R LE T,

FY 7L IR« KA b D SQLNET.ORA

ENCRYPTION WALLET LOCATION=(SOURCE=(METHOD=FILE)
(METHOD_DATA= (DIRECTORY=/opt/oracle/dcs/commonstore/wallets/tde/SORACLE UNQNAME) ) )
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ORACLE_UNONAME BBBZHIL O S XX 01T 7 TREITN. XZ/NT « 7—XN—=XD DB_UNIQUE_NAME
ERICICEVET, oracle 1 —1—DEETIE, TDEHDRTEEHEZELFT,

FT LI XD ewalletpl2 & cwalletsso 7 71 Jb%&, E5ED OCIDBaaS KA D74 L7 FUICOAE—LET,

FYTVIRKRAME

scp -i ~/<ssh key> ewallet.pl2 opc@<Public-IP-OCI-HOST>:/tmp
scp -i ~/<ssh key> cwallet.sso opc@<Public-IP-OCI-HOST>:/tmp

/opt/oracle/dcs/commonstore/wallets/tde/SORACLE_UNONAME DEWT #+ Ly b« 77 A JLEHIBRLE T,
OCl DBaaS » RAC T—AZXR—XTHBFEIE. /—F 1 OFHFTARY FERITLET (ACFS ZFERLT
/opt/oracle/dcs/commonstore THBEENS VMRAC /—FDX ~L—2) ,

OCIDBaaS kX + E

$ chmod 777 /tmp/ewallet.pl2

$ chmod 777 /tmp/cwallet.sso

$ sudo su - oracle

$ cp /tmp/ewallet.pl2 /opt/oracle/dcs/commonstore/wallets/tde/$ORACLE UNQNAME

$ cp /tmp/cwallet.sso /opt/oracle/dcs/commonstore/wallets/tde/$SORACLE UNQNAME chmod
600 /opt/oracle/dcs/commonstore/wallets/tde/$ORACLE UNQNAME/*wallet*

FIES : 5 A F—ZHBMT S

REVINA + T=ER=ZDHEIDA > X2 ZEIIEEN ) RF—HDRBETY, 8N XF—lc&Y PiE
DAYVRAZ Y AZERIET BIeDICT—AN=ZAMELELTWVWARETE, A VA2V AU E—MERT A &
DNTEET. FLIE MOS 1387859.1 ZHBR LT IZELY,

grid ==& LT, BHABERATHS. 777 FDBaaS &4 VT LI ADKRA FDFEAD listener.ora T,
ROT> ~)EBMLES, listener.ora (ESORACLE_HOME/network/admin (&) £9,

listener.ora

SID LIST LISTENER =
(SID _LIST = (SID DESC =
(GLOBAL DBNAME = <DB UNIQUE NAME of the OCI database>) (ORACLE HOME = <Local
Oracle Home>)
(SID NAME = <ORACLE SID of the local instance>)
))
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11.2 O Tl&. Data Guard Broker |[CEFH A S —6ENETY, BEREBEBRZI TH S, 7V TLZAD
listenerora [CRD I M EBMLET . RACDBEIEE./ — FICDWTINETOLENLHY T,

SID LIST LISTENER =
(SID LIST = (SID DESC =
(GLOBAL DBNAME = <DB UNIQUE NAME of the OCI database> DGMGRL)
(ORACLE_HOME = <Local Oracle Home>) (SID_NAME = <ORACLE SID of the local
instance>)

))

Rl URF—Z2BA—FLEY (grd 1—Y—&£L7T0) .

$ORACLE_HOME/bin/lsnrctl reload

AREVINA « A VA2V A%ZRET B

srvctl start instance -d <standby DB_UNIQUE_NAME> -i <standby instance name> -0 mount

FIl#6 : REDOSERADA S 7 IVD %y b T—VBES{LETNST RV

WAN ETTL—>7F X FERIEBES(EINTOEWREED REDO NAIFIREICG S G WK DRET HICid.
FUTLIRETTTRDIRTDT T SORACLE_HOME/network/admin [ZHE#MENT L3 sglnet.ora
77AINCRDIY b UEADLET,

Y7L ZR - KRR LD sqlnet.ora

SQLNET.ENCRYPTION SERVER=REQUIRED
SQLNET.CRYPTO_ CHECKSUM_ SERVER=REQUIRED
SQLNET.ENCRYPTION TYPES SERVER=(AES256,AES192,AES128)
SQLNET.CRYPTO CHECKSUM TYPES SERVER= (SHAI)
SQLNET.ENCRYPTION CLIENT=REQUIRED
SQLNET.CRYPTO_CHECKSUM CLIENT=REQUIRED
SQLNET.ENCRYPTION TYPES CLIENT=(AES256,AES192,AES128)
SQLNET.CRYPTO CHECKSUM TYPES CLIENT=(SHAIL)
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REDO Z OV IE IS TIDN B L DI T BICIE. TZ7 U EXZ >/ V7 DEiRdD tnsnames.ora 7 7 41 JNE & 7—
BN—=XDI > IDEFNTOBLELDVE S, LLTDRE, 1EHICHOIANETEEFHRZ TRHAL T/~
EIAR

TS0 - F=EN=XDF > 7L Z X thsnames.ora ICId. T—/V—EH HOST Ic&> T3 TNS T >
FIDTTICEFN TS ELBVET, FDEEE. S D IP 7 RRLIE@EFHL TIL> DY —/1—
FEZELTET,

Z ST IREEE ST FREDRICIE Y —/ =57 IP 7 FLXICAEART S DNS D577 LG /=D, IP
T RLRDEHEINE T,

ZPAC BEETIE, XF+> « URF—BEEATEL B, £/ — FOTE#H I/ 7 FLR « UX FEE
HISLEDHVE T, TNEIGEDSEMNEN, 1T XX XD INS T> U TUXMEANS5HED
11 DDIPDHTT, CHNT. RMANIZEICIEL . — FICE N E T,

FVTLUIR - RA LD tnsnames.ora

<standby db_unique name> = (DESCRIPTION =
(SDU=65536) (RECV_BUF SIZE=134217728)
(SEND BUF SIZE=134217728)
(ADDRESS LIST =
(ADDRESS = (PROTOCOL = TCP) (HOST = <standby IP address>) (PORT = {1521 |<port#>}))
)
(CONNECT DATA =
(SERVER = DEDICATED)
(SERVICE NAME = <standby db unique name>[.<standby domain name>])

(UR=A)

0OCI DBaa$ KX k _E® tnsnames.ora

<primary db unique name> = (DESCRIPTION =
(SDU=65536) (RECV_BUF SIZE=134217728)
(SEND BUF SIZE=134217728)
(ADDRESS LIST =
(ADDRESS = (PROTOCOL = TCP) (HOST = <primary IP address>) (PORT = {1521 |<port#>}))
)
(CONNECT DATA =
(SERVER = DEDICATED)
(SERVICE NAME = <primary db unique name>[.<primary domain name]>])

(UR=A)
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TCPY Ty b« YA XZRET S

ROAR Y RE&E root & LTERITLTC, YT LEX Y ATLBEUIZTR - A VXAV ZAD TCP Vi
bOYA XEERBLET (OCIDBaaS D TCP V4w b« H Xk 128 MB) &

FYTVIRKRAME

# /sbin/sysctl -a | egrep net.core.[w,r]mem max
net.core.wmem max = 2097152
net.core.rmem max = 4194304
# /sbin/sysctl -a | egrep net.core.[w,r]mem max
net.core.wmem max = 1048576

net.core.rmem max = 4194304

MBI LC T, INTDOV Ty bORKTA X% 128 MB (134217728) ([CEBLEd, VLI R« Y RTF
LDBEDY 7y FOREAEICOVWTEHLUE, ARL—FT a2 T - Y RT L - A4 FEBBLTIETL,
TR AVRAAYADFE,. net.corewmem_max H KU net.core.rmem_max D/etc/sysctl.conf 7 7 1 JUE%
EERELET, 7> TLIXE OPC BOEBA—HLEWEE. Xy FT—7 - 7O IE 2 DOEDS
5. BOWAEXRIDYI—MLET, LIEAST. T4 MNEDBEIE—HT 208IEH Y FEAD. RBEGERE/
T =R VAZERT BHINE—HE DT LaBRHLET,

net.core.rmem max = 134217728 net.core.wmem max = 134217728

FIE7 : REZVINA « T—ER—REBA VA2 VA{LT S

REVINA + T=BER=RE T7ITATHETZAI) « T=ARN=ZADS, &lF T4 « T2 —
ADNNY 7T v IHSEMTEET, CDELY > 3> TlE. Orace 121 LIBED#KEETH S RMAN
‘RESTORE"+-FROM SERVICEZER LT, 7V 74 7IaT 54 « T—AR—IAW SEMERTT 25 E%Z5HH
L&Y,

I O T T T=RN=XDL XX I TEEEE TEET L. 77— IN=XDY 7 XELT
SR TLEDEF L — ML DTl 9FEE LIPS EETEET,

RDBMS 11.2 Tl RMAN RESTORE FROM SERVICE 1& 9 iKN— F SN E A, #EEFE/=IE RMAN DUPLICATE 2 N—
RESB/ VW o7y TEREHT S ELH VFET,

FLIERFFaX P ESEL TS 2S00,

X NT DA X5 EIEDUCFEL < Id MOS2275154.1 D [Creating a Physical Standby Database in an
11.2,12.1, 122 or later environment) # =05 <7220,
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ABUINA « A VAR A %HEHT D RACT 1A VAZVRA)

$ srv
$ rma

RMAN>

RMAN>

RMAN>

RMAN>

RMAN>

Resta

$ srv

ITRT

$ sqgl
SQL>
SQL>
SQL>
SQL>
v$log
SQL>
SQL>

SQL>

ctl stop database -d <standby DB UNIQUE NAME> -o immediate

n target /

startup nomount

restore standby controlfile from service 'primary';

alter database mount;

restore database from service 'primary' section size 5G;

shutdown immediate

rt the standby database

ctl start database -d <standby DB UNIQUE NAME> -o mount

DAVZAVELCRARZVINA REDO QT EBELE T,

plus “/ as sysdba”
alter system set db create_online log dest 1=<DATA Disk group>;
set pagesize 0 feedback off linesize 120 trimspool on

spool /tmp/clearlogs.sqgl

select distinct 'alter database clear logfile group '||group#||';' from
file;
spool off

@/tmp/clearlogs.sql

select member from v$logfile;

£ INTD REDO 0214, X &>/ V1 DB_UNIQUE_NAME 7« L2 | UD DATA 74 X2 « Z)b—T|cb 3

LD

BHIET,

F|IE8 : tnsnames.oralcRACA VA2 A %#iBI1T % (RACDF+)

N T

Atz

Uy FEBETIE. WINDAATOLRAF ¥ Y REBRTERVSH. 7 LR - UX Bl LTEY
BRI BN HVE T,

B FTEGBNEET. 7 FLX - UM FLREAN, S — F2E TREDO Fxk D/ N> > X &R S

=g
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FVTLUIR - RA LD tnsnames.ora

<standby db unique name> = (DESCRIPTION =
(DESCRIPTION=
(ADDRESS LIST=
(FAILOVER=o0N)
(CONNECT TIMEOUT=3) (RETRY COUNT=3)
(ADDRESS = (PROTOCOL = TCP) (HOST = <standby nodel IP address>) (PORT =
{1521 |<port#>}))
)
(ADDRESS = (PROTOCOL = TCP) (HOST = <standby node2 IP address>) (PORT =
{1521 |<port#>}))
)
)
(CONNECT DATA=
(SERVER=DEDICATED)

(SERVICE NAME= standby db unique name>[.<standby domain name>])

OCI DBaaS 'R R k E® tnsnames.ora

<primary db unique name> =
(DESCRIPTION=
(ADDRESS LIST=
(FAILOVER=o0n)
(CONNECT TIMEOUT=3) (RETRY COUNT=3)
(ADDRESS = (PROTOCOL = TCP) (HOST = <primary nodel IP address>) (PORT

{1521 | <port#>}))
)
(ADDRESS = (PROTOCOL = TCP) (HOST = <primary node2 IP address>) (PORT

{1521 |<port#>}))

)
(CONNECT DATA =

(SERVER = DEDICATED)
(SERVICE_NAME = <primary db_unique name>[.<primary domain name>])

))

ZF|IH9 : Data Guard Broker&1&mk 9 %

T4 « T=AR=RERXZVINA + T—BZX—XT. dg_broker_config_file D/NZA—=2%ZBMLET,

FEIASM Tt B4 DT 7 X2 - Z—TIE T A= DRE T 7 A INEANFE T, RAC Tl BREX SFL—2
1E70—1DREZ 71 IWEANSELED BV ET,
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7LV ZABKU 0OCDBaaS AR ~E

SQL> alter system set dg_broker_config filel=<broker config file location>;

SQL> alter system set dg_broker config file2=<broker config file location>;

TS5ARY) « T—=AR—=RERBZVINA + T—ZR—X T Data Guard Broker ® 70O+ A #F149 5
V7L ZABKU 0OCDBaaS AR ~E

SQL> alter system set dg _broker start=true; SQL> show parameter dg broker start

dg broker start boolean TRUE

SQL> select pname from v$Sprocess where pname like 'DMONS%';

T4 - ¥+ b TDGMGRL ZER LTT =2 \—X 2RI 5
FYTVIRKRAME

$ dgmgrl sys/<sys password>@<net service name for primary database>

DGMGRL> CREATE CONFIGURATION <configuration name> AS PRIMARY DATABASE IS <primary
database name> CONNECT IDENTIFIER IS <Net Service name for primary database>;
DGMGRL> ADD DATABASE <standby database_name> AS CONNECT IDENTIFIER IS <Net Service
name for standby database> MAINTAINED AS PHYSICAL;

DGMGRL> enable configuration;

D347V DTz AIVA—IN—%EBHT S

DoATU - TxAIA—N—DEEEIE. BEORICT VT ATRTZAR « T—EARN=X|C7 T4
T NEBESEITSTOCADT ETY, Data Guard 7 T AI)F —N\—D—EELTHLWLW T4 « 7—
BR=RAICT—EN=R + F—ERAEBEBT ZMNE, TP DEA LTI PRI SHENLS. BEAFRELT
TEERDSAT Y MGERMT B0, HILWTSA - T—2X=RI A7 baRUEZA LY b B0
BASENE T, BAIC DL TIE. Oracle Database 11g 3 £ U Oracle Database 12c DTS A7 b« 7T A
F—N—ICEBTSE MAA RX b+ 753074 ADERTA b+« R=/N\—THLLFEBPEINTWVET, Oracle
Database 12c L% FEA L TWSI—H—Id. EBICEENGET T r— 3 > OEa BEEME L TS
Bfedic. 7V r—23> - AVTAZaA T A ZBRT BT EERIRT HHhE LNEHA, TNEDKRT
A b R=\—ZSRB L TREZBUICER L TIEE0,
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http://www.oracle.com/technetwork/database/features/availability/maa-wp-11gr2-client-failover-173305.pdf
https://www.oracle.com/technetwork/jp/database/availability/client-failover-2280805-ja.pdf
https://www.oracle.com/technetwork/database/options/clustering/applicationcontinuity/adb-continuousavailability-5169724.pdf

ANIVR - Fxv o LER

AN A VARV AL LTEB. NVA - Frv o aRITLT, Data Guard 7—42X—X (721U &
AZINA) B Oracle MAA DA b « TS50 7 4 ATEIM L TWB T EERERLET, NVR - Frvoid
BRARMTHELEBIC. T—EN—RDAVTF Y ADHIRICERET 5L OHEHLE T, Data Guard #Eak
DNIVR « Fzvoide WSDODDHEETERTEE S,

Oracle MAAX7hH—F

FSUIVTIE. EEOBEEEINANIVA - FTv g V=L ERELTEY. N—KRox7 - 5wk
TA—LDEATTEIC My Oracle Support A5 X U AO— RE B ENTEET,

» ORAchk : SREB T 2w b7+ —AITEAAEE (Database Cloud Service (C&i#)

» exachk : Oracle Exadata Database Machine (B RIAE (Exadata Cloud Service |C&iE)

BEfbINiesF v 7 #aelciE. Data Guard BHEDZHDEBLGNRA L « 75074 ABRUZDMEZLD
F v o/EBICDWTEET 3 Oracle MAA RO 7 H— RAMEFAFTNTULET,

INsDBEELY —)UE, Data Guard BRI TR Y AT LEFEOTHENGNIVA « FTv 7 THERTS
TEEBIHELET, NVR - T v I ORERIE. RROBRICEDVTERNICERENET, 49, T
BROTZY b 74— LICEETERH/N—TaVDNVR - Frvy - V—)aAd 70— FLTLREL,

BifR

Data Guard 8D EHANZES1RIE. Hybrid Data Guard A Tl fThNzWN esd. FEITRITT 0B L H Y £
o BERICEET B MAANRR b - 207 4 AITDWTIE. MOS Note TMonitoring a Data Guard Configuration
(Doc D 2064281.1) J AHEBLTZELY,

DRO#E{mIK R DIREE

NZ S« 759774 A&, Active Data Guard ZEA L CERVERT—70O0— FEX 22\ « T—2ZN—X
IZA 70— KL, RAZYN\A TABBRBOERBNTETCVDTEET TV 5= 3V LNVTHRIELEET 5
ETY, Thlc &Y, Data Guard DAY O+ X TRITEIN SN Oracle 70w 7 LANJVOREECIIZ T\
—ELNIVDRIFHNBSNET, £l (Data Guard RF v T aw b« RZVNAEFERALT) RAZVINA
% EHANICERE Y /BIAHE— FIT L. FERY/EBAHFDAET —7 O— MWD TERBTEDLSITE>TWL
BHORIEAT BT EENRAN - TSUT 4 ATY, DR YRTLREBE Y AT LEBKICH A IV T ENZDT,

INYFRT Y T T — FOREFIEET A PPN T+ =X VR - TAMDRMEBBE TSy T3y b - X2
VINAEFBTBHEETEET, Ry Tyav b - AZVNAET AT « T—EZXRX—=ZH5 REDO 55
ELEUT. BTERTDHIEHDICREDOZ T —HA T L. TNICEWVERT—2%FRELET, L. 7X D
HETRICT 2V A —N\=HRBICESTHBED U ANUER RTO) (&0 AFv T av b - A2V \1%TT
DRAZVINA + T—AR—RCERT HDICRBEINBBEETRAGVET, X2YINAHRRFv S
Yavh s EBE=RTE>TVWREER. (FTI7ARVEABT —EZN—IAHLSZELETHERTBHICT7—H
AT7EN REDO OF & RAF v T¥ay b - AZVNAICL > TERTNZERHD REDO O/ BLU TS5 v
aNyy - ATERRFT RS, ) T7AN - UANUBEE LTEBIMDR ML —IDNREICAEYET, R
BYNAB'BAFT v T3y b AZVNAICEBRL, RIHOFIBIE. LUITOBICEHINTVET, Data
Guard A Faw b « AZVINADFMCDOWNTIE, Oracle FF21AY MEBRBRLTLEETL, BRBITSL
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https://support.oracle.com/CSP/main/article?cmd=show&amp;type=NOT&amp;id=1268927.2
https://support.oracle.com/CSP/main/article?cmd=show&amp;type=NOT&amp;id=1070954.1
https://support.oracle.com/epmos/faces/DocumentDisplay?id=2064281.1
https://support.oracle.com/epmos/faces/DocumentDisplay?id=2064281.1

CCR"EBRIVRE Y= IVFD DR TARELT 757 FADRBDR Ay FH—N—&lET7 AV
F—N—8FERTITBHIEELETEET, FLE IV RNDT T AIWF—N—/AA Y FFH—I\—] %&
ZRLTREW,

AREZYVINAL + T—=ER=ZADBRF v T3y b« A2V NI \DOEH

AFyTvay b AZVINAE TATHIV « AZVINA « T—=ER=ZADSEREIND. TNTCEBHH
BERARZYINA « T—RAR=XTY, Xt vTayv b« RZ2VI\A « T—ZN—XTl&, REDO T—2%%15
LETH. AFvTIay b AZ VN, + T=AR=ZABBHMENT T A IHIV « AZVINA « T—ER—
RCRENZE TERAINE T A,

RFwTvayh - RZVINA « T=ER—R%&FRAT B &ICE. TDLSGHREDH Y FET,

1. BE7 —2MRESNIREE#IZEL DD, BRBLUTANENTEAET —ZN—XDEHREL T AL
L C#8ELE 9, Oracle Real Application Testing # 7> a > &FER LT, 724X « 7—2ZXN—=XDT—
IO0—RE@BIEL. AFv T3y b - REVNAT, TANBNTBET BT ENTEET,

2. TATHIV  RZAVINANDOEHEBREbICKEY . BRICU T Ly a LTREDEKET —22835H5T
EDNTEET,

TATHIV s RBVINA « T—BXR=RBEAFT VT a3y k « AZVNAICEBRT BITE. LTFOFIEICHREN
S

ABYINNABAF v T3y b« AZVINAICEHR L THIEY %
Data Guard Broker 05, XA > REFITLET,

DGMGRL> convert database 'stby' to snapshot standby;
DGMGRL> SHOW CONFIGURATION;

Configuration - DRSolution

Protection Mode:MaxPerformance Databases:

prmy - Primary database stby - Snapshot standby database
Fast-Start Failover:DISABLED

Configuration Status:SUCCESS

EIRFw T3k XZN e T=EN=RER L F T/ N=F NI T T AN T —/N—DE = f
IS BEEMTEEFCAe XS TZF b XZ/VY « 7—=ZN=XF, FDT—EIN—=I\DO—/L#
TTEETTBHINC. FTEHL T T 127/« IX /N« T—=IN=XICRIBEL BV FE T

ATw T3y b« AZVINADBETDT A THIV « AZVINA « T—=ER—=AUEHRLET,
Data Guard Broker 5. XD > REFTLET,

DGMGRL> CONVERT DATABASE 'stby' to PHYSICAL STANDBY;
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D959 R \DT A IVA—IN—|RL Yy FH—I\—

Data Guard DX A v FF+—/N— GFHEA NV ) T A)bF—/N\— GHEANA X2 M) (&0 WO TEFEEHT
RITTBIEDNTEEY, Ffee Z7AM XZ2—b - Tz A)WA—N\—%RET BT &ITKB Data Guard D
TIAIF—N—DEEEBRTEET, A v FA—/N\=ET A )bA—/ =KW, Data Guard #mIc
BIFBT—EAR=OO—IVHHE L. 72T RDRAZVINAHRTZAIITEY ., TDF > TLIADTS
ARVBRZVINA « T—BZX—=Z|TkxY £9, Data Guard DEA—UEEFTIC DN TEEL < 1. Oracle MAA DN
A TS0 T7 0 AEBRL TR,

AAYFF—=IN—IEEIC, T—2ELKDENT EMREEENIZHBANY FEBVET, RA v FA—/\—%
#1379 %Il Data Guard Broker T FDOR Y REETLET,

DGMGRL> validate database stby;

Database Role:Physical standby database Primary Database: pri
Ready for Switchover:Yes

Ready for Failover:Yes (Primary Running)

DGMGRL> switchover to <target standby>;

TIAINWA ==&, T7AR + T—EX—XTEBENKEET B EABELIABENNNY FTT, FH
BIREL TS AR IUDIRTOD REDO MEAINZE. AR VN1 « T—EZXR=ZHEFIC TS24 - T—42
N=—RICEWENE T, 7T AIF—NN—D%, HdWTSAI « T—=EXR=RET 1T A - AZVINA &
LTERIBIZRELNHVET, Thid. 75va/\vy « 7—2Z~X—2X & Data Guard Broker ZB#ICT 5T
CICE > THBBICTSTERTEEYT, 7 AIbF—/\—LEIRAERTT SITiE. Data Guard Broker TLLTD
IRV RERITLET,

DGMGRL> failover to stby;

Performing failover NOW, please wait...

Failover succeeded, new primary is "stby"

Execute startup mount on one instance of the old primary before reinstating.
SQL> shutdown abort

SQL> startup mount

DGMGRL> reinstate database pri

Reinstating database "pri", please wait...

Data Guard Broker ZfEf Lz —/L#ITIC DWW TEEL <&, Oracle Database 11g 7zl 12¢ FB®D Broker D K
FaAAYIEBRBLTIEEL,

FVTLIAANDRSL Y FINY Y

RET—AN—REFVTLVIR « T—ER-RIIBITTBEBO CTELS. TTAIF—/IN—/AA Y FF—
N=DTOLRATHENSNTWEDLALO—/ILBTFIEZBUBRALEY.
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#E o

OCl DBaaS ¥R 7 LZfE>Tz Hybrid Data Guard (£. T4 R% « VAN BEFBT BEENGHETT,
Maximum Availability Architecture DRXZ b « 50 714 Ag. 7—2DREEATRENDNZI S - V1) 21—
TavEFRILED,
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{1#2A : RMAN Duplicate® i 1 :

RMAN> duplicate target database for standby from active database ;

Starting Duplicate Db at 11-JAN-18

using target database control file instead of recovery catalog
allocated channel:ORA_AUX DISK 1

channel ORA_AUX DISK_1:SID=771 device type=DISK

contents of Memory Script:
{
backup as copy reuse
targetfile '+DATACl/raccdb/PASSWORD/passwd' auxiliary format
'/u0l/app/oracle/product/12.1.0.2/dbhome 1/dbs/orapwraccdb’ ;
}

executing Memory Script

Starting backup at 11-JAN-18
allocated channel:0ORA DISK 1
channel ORA DISK 1:SID=785 instance=raccdbl device type=DISK
Finished backup at 11-JAN-18

contents of Memory Script:
{
sgql clone "alter system set control files =
' '"+RECO/RACCDB_PHX34Z7/CONTROLFILE/current.263.965119865"'"' comment=
''"Set by RMAN'' scope=spfile";
backup as copy current controlfile for standby auxiliary
format '+RECO/RACCDB_PHX34Z/CONTROLFILE/current.264.965119865';
sql clone "alter system set control files =
' '"+RECO/RACCDB_PHX34Z7/CONTROLFILE/current.264.965119865"'"' comment=
''"Set by RMAN'' scope=spfile";
shutdown clone immediate;
startup clone nomount;
}

executing Memory Script

sql statement: alter system set control files
= ''"+RECO/RACCDB_PHX34Z/CONTROLFILE/current.263.965119865"'"' comment= ''Set by

RMAN'' scope=spfile

Starting backup at 11-JAN-18
using channel ORA DISK 1
channel ORA DISK 1: starting datafile copy

copying standby control file
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output file name=+RECO/RACCDB_PHX34Z/CONTROLFILE/current.264.965119865

tag=TAG20180111T085105
channel ORA DISK 1: datafile copy complete, elapsed time:00:00:03
Finished backup at 11-JAN-18

sgql statement: alter system set control files
= "+RECO/RACCDB7PHX34Z/CONTROLFILE/Current.264.965119865" comment= ''Set by
RMAN'' scope=spfile

Oracle instance shut down

connected to auxiliary database (not started)

Oracle instance started

Total System Global Area 15032385536 bytes
Fixed Size 3728304 bytes

Variable Size 2348813392 bytes
Database Buffers 12616466432 bytes

Redo Buffers 63377408 bytes

contents of Memory Script:
{
sgl clone 'alter database mount standby database';

}

executing Memory Script

sgl statement: alter database mount standby database

contents of Memory Script:
{
set newname for clone tempfile 1 to new;
set newname for clone tempfile 2 to new;
set newname for clone tempfile 4 to new;
switch clone tempfile all;
set newname for clone datafile to new;
set newname for clone datafile to new;

set newname for clone datafile to new;

©® uJ o U W N
(as
o

set newname for clone datafile new;
set newname for clone datafile to new;
set newname for clone datafile to new;
set newname for clone datafile to new;
set newname for clone datafile to new;

set newname for clone datafile 9 to new;
set newname for clone datafile 10 to new;

backup as copy reuse
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datafile 1 auxiliary format new
datafile 2 auxiliary format new
datafile 3 auxiliary format new
datafile 4 auxiliary format new
datafile 5 auxiliary format new
datafile 6 auxiliary format new
datafile 7 auxiliary format new
datafile 8 auxiliary format new
datafile 9 auxiliary format new
datafile 10 auxiliary format new

’

sgql 'alter system archive log current';

}

executing Memory Script

executing command:SET NEWNAME
executing command:SET NEWNAME

executing command:SET NEWNAME

renamed tempfile 1 to +DATA in control file
renamed tempfile 2 to +DATA in control file

renamed tempfile 4 to +DATA in control file

executing command:SET NEWNAME
executing command:SET NEWNAME
executing command:SET NEWNAME
executing command:SET NEWNAME
executing command:SET NEWNAME
executing command:SET NEWNAME
executing command:SET NEWNAME
executing command:SET NEWNAME
executing command:SET NEWNAME
executing command:SET NEWNAME

Starting backup at 11-JAN-18

using channel ORA DISK 1

channel ORA DISK 1: starting datafile copy

input datafile file number=00009 name=+DATACl/raccdb/tokyo/tokyo sysaux.dbf
output file
name=+DATA/RACCDB_PHX34Z/627B610857F86EA9E0537701000A1DB6/DATAFILE/sysaux.266.96511
99 11 tag=TAG20180111T085150

channel ORA DISK 1: datafile copy complete, elapsed time:00:00:45

channel ORA DISK 1: starting datafile copy

input datafile file number=00001 name=+DATACl/raccdb/DATAFILE/system.dbf
output file name=+DATA/RACCDB PHX34Z/DATAFILE/system.265.965119957
tag=TAG20180111T085150

channel ORA DISK 1: datafile copy complete, elapsed time:00:00:25
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channel ORA DISK 1: starting datafile copy

input datafile file number=00003 name=+DATACl/raccdb/DATAFILE/sysaux.dbf

output file name=+DATA/RACCDB PHX34Z/DATAFILE/sysaux.272.965119983
tag=TAG20180111T085150

channel ORA DISK 1: datafile copy complete, elapsed time:00:00:25

channel ORA DISK 1: starting datafile copy

input datafile file number=00005 name=+DATACl/raccdb/DATAFILE/undotbsl.dbf
output file name=+DATA/RACCDB7PHX34Z/DATAFILE/undotbs1.263.965120007
tag=TAG20180111T085150

channel ORA DISK 1: datafile copy complete, elapsed time:00:00:25

channel ORA DISK 1: starting datafile copy

input datafile file number=00006 name=+DATACl/raccdb/DATAFILE/undotbs2.dbf
output file name=+DATA/RACCDB7PHX34Z/DATAFILE/undotbSZ.262.965120033
tag=TAG20180111T085150

channel ORA DISK 1: datafile copy complete, elapsed time:00:00:25

channel ORA DISK 1: starting datafile copy

input datafile file number=00007 name=+DATACl/raccdb/DATAFILE/users.dbf

output file name=+DATA/RACCDB PHX34Z/DATAFILE/users.261.965120057
tag=TAG20180111T085150

channel ORA DISK 1: datafile copy complete, elapsed time:00:00:15

channel ORA DISK 1: starting datafile copy

input datafile file number=00002 name=+DATACl/raccdb/PDBSEED/DATAFILE/system.dbf
output file
name=+DATA/RACCDB7PHX34Z/4D8C4492AD829EODE053OC4F8OOADESD/DATAFILE/System.274.9651200
73 tag=TAG20180111T085150

channel ORA DISK 1: datafile copy complete, elapsed time:00:00:07

channel ORA DISK 1: starting datafile copy

input datafile file number=00004 name=+DATACl/raccdb/PDBSEED/DATAFILE/sysaux.dbf
output file

name=+DATA/RACCDB PHX347/4D8C4492AD829E0DE0530C4F800ADESD/DATAFILE/sysaux.275.9651200
79 tag=TAG20180111T085150

channel ORA DISK 1: datafile copy complete, elapsed time:00:00:07

channel ORA DISK 1: starting datafile copy

input datafile file number=00008 name=+DATACl/raccdb/tokyo/tokyo system.dbf
output file
name=+DATA/RACCDB_PHX34Z/627B610857F86EA9E0537701000A1DB6/DATAFILE/system.276.9651200
87 tag=TAG20180111T085150

channel ORA DISK 1: datafile copy complete, elapsed time:00:00:07

channel ORA DISK 1: starting datafile copy

input datafile file number=00010 name=+DATACl/raccdb/tokyo/tokyo users0l.dbf
output file
name=+DATA/RACCDB_PHX34Z7/627B610857F86EA9E0537701000A1DB6/DATAFILE/users.277.96512009
3 tag=TAG20180111T085150

channel ORA DISK 1: datafile copy complete, elapsed time:00:00:01

Finished backup at 11-JAN-18
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sgql statement: alter system archive log current

contents of Memory Script:
{

switch clone datafile all;
}

executing Memory Script

datafile 1 switched to datafile copy

input datafile copy RECID=1 STAMP=965120096 file
name=+DATA/RACCDB7PHX34Z/DATAFILE/System. 265.965119957

datafile 2 switched to datafile copy

input datafile copy RECID=2 STAMP=965120096 file
name=+DATA/RACCDB7PHX34Z/4D8C4492AD829EODEO530C4F8OOADEBD/DATAFILE/System. 274.9651200
73

datafile 3 switched to datafile copy

input datafile copy RECID=3 STAMP=965120096 file

name=+DATA/RACCDB_ PHX34Z/DATAFILE/sysaux.272.965119983

datafile 4 switched to datafile copy

input datafile copy RECID=4 STAMP=965120096 file
name=+DATA/RACCDB7PHX34Z/4D8C4492AD829EODE053OC4F8OOADESD/DATAFILE/SysauX .275.9651200
79

datafile 5 switched to datafile copy

input datafile copy RECID=5 STAMP=965120096 file
name=+DATA/RACCDB7PHX34Z/DATAFILE/undOtbsl .263.965120007

datafile 6 switched to datafile copy

input datafile copy RECID=6 STAMP=965120096 file
name=+DATA/RACCDB_PHX34Z/DATAFILE/undotbS2 .262.965120033

datafile 7 switched to datafile copy

input datafile copy RECID=7 STAMP=965120096 file
name=+DATA/RACCDB_PHX34Z/DATAFILE/users.261.965120057

datafile 8 switched to datafile copy

input datafile copy RECID=8 STAMP=965120096 file

name=+DATA/RACCDB PHX347/627B610857F86EA9E0537701000A1DB6/DATAFILE/system.276.9651200
87

datafile 9 switched to datafile copy

input datafile copy RECID=9 STAMP=965120096 file

name=+DATA/RACCDB PHX347/627B610857F86EA9E0537701000A1DB6/DATAFILE/sysaux.266.9651199
11

datafile 10 switched to datafile copy

input datafile copy RECID=10 STAMP=965120096 file

name=+DATA/RACCDB PHX347/627B610857F86EA9E0537701000A1DB6/DATAFILE /users.277.96512009
3
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{182B : MAARR b « T3 F7 4 ADINT A —ZHE

MAA RZ b« TS50 7 4 AR 2 CT — 2 DRARDEI AR L RELERT BITIE. UTOREEZHRELET,
UTRDINGA=RETZAI « T=BN=REXZVINA + T—ER—ZADEHICHRET 2HENDH Y ET,

ARCHIVELOG enabled
Flashback database on
FORCE LOGGING enabled
Use SPFILE
Use Data Guard Broker
COMPATIBLE uses 4 decimals and is the same on both databases
DB_FILES=1024
#> >4 > REDO O 7 DFFE
o Exadata ADT—ZX—XTldH 1 XH 1G LU L. Exadata Tl 4G LUk
o BEOTRAL—ITRERZEDH, BREEZEZERT2HEIEE—AV/N\—- J)b—7F
o ALY RHEREURNIDDAYZSA>-0F - JIb—7
o DATAT« R - JIV—T7EIHEFE
AZ )\ REDO O 7 DFFiE
o AVIZAVREDOOTER—TFAX
o Oracle RACDIFE. SRL 7IL—T&X L RICEIUHT
o B—AVN—DdH
o ALY IRHREY, YIS VREDOAY - JIL—FERLCHDIIL—TF
o DATAT ARV - JIb—7 EIHFE
LOG_BUFFER = 128M for 11.2; 256M for 12.1+

DB_BLOCK_CHECKING=MEDIUM F 7z (£ FULLE | TOREIF/ T + =XV XICHET SR 8EMHH Y.
TV —=2avEBYNCT AL THSBMCT 2RENDHVET,

DB_BLOCK_CHECKSUM=TYPICAL
STANDBY_FILE_MANAGEMENT=AUTO
DB_LOST_WRITE_PROTECT=TYPICAL
DB_FLASHBACK_RETENTION_TARGET=minimum of 120
FAST_START_MTTR_TARGET=300

USE_LARGE_PAGES=HugePages AMERENTHY. 7V FL IR - Y AT LTEBYEY A RICHEE
na%AElE ONLY

CLUSTER_INTERCONNECTS (gvScluster_interconnects & & ICERE) # Exadata TDHEREHNNE

PARALLEL_THREADS_PER_CPU=1
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® DB_CREATE_ONLINE_LOG_DEST_1= DATA disk group

® DB_CREATE_ONLINE_LOG_DEST_n other than 1 should only be set when DATA is not high redundancy
® DB_CREATE_FILE_DEST uses DATA disk group

® DB_RECOVERY_FILE_DEST uses RECO disk group

® Recyclebinison
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{482C : RMAN RESTORE FROM SERVICE®D i 114

[oracle@hostl ~]$ rman target /

Recovery Manager:Release 18.0.0.0.0 - Production on Sat Mar 2 16:48:14 2019

Version 18.3.0.0.0

Copyright (c) 1982, 2018, Oracle and/or its affiliates. All rights reserved.

connected to target database (not started)

RMAN> startup nomount

Oracle instance started

Total System Global Area 32212253688 bytes
Fixed Size 12454904 bytes
Variable Size 4160749568 bytes
Database Buffers 27984396288 bytes
Redo Buffers 54652928 bytes

RMAN> CONFIGURE DEVICE TYPE DISK PARALLELISM 4;

new RMAN configuration parameters:
CONFIGURE DEVICE TYPE DISK PARALLELISM 4 BACKUP TYPE TO BACKUPSET;

new RMAN configuration parameters are successfully stored

RMAN> restore standby controlfile from service 'victorp';

Starting restore at 02-MAR-19
using target database control file instead of recovery catalog
allocated channel:ORA DISK 1

channel ORA DISK 1:5SID=10 instance=victorl device type=DISK

channel ORA DISK 1: starting datafile backup set restore

channel ORA DISK 1: using network backup set from service victorp
channel ORA DISK 1: restoring control file

channel ORA DISK 1: restore complete, elapsed time:00:00:20

output file name=+RECO/VICTOR PHX2WS5/CONTROLFILE/current.256.1001775751

Finished restore at 02-MAR-19
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RMAN> alter database mount;

released channel:0RA DISK 1

Statement processed

RMAN> restore database from service 'victorp' section size 2G;

Starting restore at 02-MAR-19

Starting implicit crosscheck backup at 02-MAR-19

allocated channel:ORA_DISK 1

allocated channel:ORA _DISK 2

allocated channel:ORA DISK 3

allocated channel:0RA DISK 4

Crosschecked 1 objects

Finished implicit crosscheck backup at 02-MAR-19

Starting implicit crosscheck copy at 02-MAR-19

using channel ORA DISK_ 1

using channel ORA DISK_ 2

using channel ORA DISK 3

using channel ORA DISK 4

Finished implicit crosscheck copy at 02-MAR-19

searching for all files in the recovery area

cataloging files...

cataloging done

List of Cataloged Files

File
File
File
File
File
File
File

Name:
Name:
Name:
Name:
Name:
Name:

Name:

+RECO/VICTOR PHX2WS/ARCHIVELOG/2019 03 01/thread 2 seq 1

+RECO/VICTOR PHX2WS/ARCHIVELOG/2019 03 0l/thread 2 seq 2.

+RECO/VICTOR PHX2WS/ARCHIVELOG/2019 03 0l/thread 1 seq 1
+RECO/VICTOR PHX2WS/ARCHIVELOG/2019 03 0l/thread 2 seq 3
+RECO/VICTOR PHX2WS/ARCHIVELOG/2019 03 01/thread 1 seq 2
+RECO/VICTOR PHX2WS/ARCHIVELOG/2019 03 01/thread 2 seq 4

+RECO/VICTOR PHX2WS/ARCHIVELOG/2019 03 0l/thread 2 seq 5.

.261.
262.
.263.
.264.
.265.
.266.
267.

1001776239
1001776491
1001776653
1001776653
1001776679
1001776721
1001776723

File Name: +RECO/VICTOR_PHX2WS/ARCHIVELOG/2019 03 01/thread 1 seq 3.270.1001791759

using
using
using

using

channel ORA DISK 1

channel ORA DISK 2

channel ORA DISK 3

channel ORA DISK 4
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channel ORA_DISK 1: starting datafile backup set restore

channel ORA DISK 1: using network backup set from service victorp
channel ORA DISK 1: specifying datafile(s) to restore from backup set
channel ORA DISK 1: restoring datafile 00001 to

+DATA/VICTOR PHX2W5/DATAFILE/system.263.1001869475

channel ORA DISK 1: restoring section 1 of 1

channel ORA DISK 2: starting datafile backup set restore

channel ORA DISK 2: using network backup set from service victorp
channel ORA DISK 2: specifying datafile(s) to restore from backup set
channel ORA_DISK 2: restoring datafile 00003 to

+DATA/VICTOR PHX2W5/DATAFILE/sysaux.274.1001869485

channel ORA DISK 2: restoring section 1 of 1

channel ORA DISK 3: starting datafile backup set restore

channel ORA DISK 3: using network backup set from service victorp
channel ORA DISK 3: specifying datafile(s) to restore from backup set
channel ORA DISK 3: restoring datafile 00004 to

+DATA/VICTOR PHX2W5/DATAFILE/undotbsl1.270.1001869497

channel ORA DISK 3: restoring section 1 of 1

channel ORA DISK 4: starting datafile backup set restore

channel ORA DISK 4: using network backup set from service victorp
channel ORA DISK 4: specifying datafile(s) to restore from backup set
channel ORA DISK 4: restoring datafile 00005 to

+DATA/VICTOR PHX2W5/DATAFILE/system.272.1001869507

channel ORA DISK 4: restoring section 1 of 1

channel ORA DISK 3: restore complete, elapsed time:00:00:25

channel ORA DISK 3: starting datafile backup set restore

channel ORA DISK 3: using network backup set from service victorp
channel ORA DISK 3: specifying datafile(s) to restore from backup set
channel ORA DISK 3: restoring datafile 00006 to

+DATA/VICTOR PHX2W5/DATAFILE/sysaux.271.1001869523

channel ORA DISK 3: restoring section 1 of 1

channel ORA DISK 4: restore complete, elapsed time:00:05:02

channel ORA DISK 4: starting datafile backup set restore

channel ORA DISK 4: using network backup set from service victorp
channel ORA DISK 4: specifying datafile(s) to restore from backup set
channel ORA DISK 4: restoring datafile 00007 to

+DATA/VICTOR PHX2W5/DATAFILE/users.268.1001869811

channel ORA DISK 4: restoring section 1 of 1

channel ORA DISK 4: restore complete, elapsed time:00:00:19

channel ORA DISK 4: starting datafile backup set restore

channel ORA DISK 4: using network backup set from service victorp
channel ORA DISK 4: specifying datafile(s) to restore from backup set
channel ORA DISK 4: restoring datafile 00008 to
+DATA/VICTOR_PHX2W5/DATAFILE/undotbsl.266.1001869831

channel ORA DISK 4: restoring section 1 of 1

channel ORA DISK 4: restore complete, elapsed time:00:01:07
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channel ORA_DISK 4: starting datafile backup set restore

channel ORA DISK 4: using network backup set from service victorp
channel ORA DISK 4: specifying datafile(s) to restore from backup set
channel ORA DISK 4: restoring datafile 00009 to

+DATA/VICTOR PHX2W5/DATAFILE/undotbs2.264.1001869899

channel ORA DISK 4: restoring section 1 of 1

channel ORA DISK 3: restore complete, elapsed time:00:06:41

channel ORA _DISK 3: starting datafile backup set restore

channel ORA DISK 3: using network backup set from service victorp
channel ORA DISK 3: specifying datafile(s) to restore from backup set
channel ORA DISK 3: restoring datafile 00010 to

+DATA/VICTOR PHX2W5/DATAFILE/system.265.1001869925

channel ORA DISK 3: restoring section 1 of 1

channel ORA DISK 4: restore complete, elapsed time:00:00:39

channel ORA DISK 4: starting datafile backup set restore

channel ORA DISK 4: using network backup set from service victorp
channel ORA DISK 4: specifying datafile(s) to restore from backup set
channel ORA DISK 4: restoring datafile 00011 to

+DATA/VICTOR PHX2W5/DATAFILE/sysaux.262.1001869939

channel ORA DISK 4: restoring section 1 of 1

channel ORA DISK 3: restore complete, elapsed time:00:05:10

channel ORA DISK 3: starting datafile backup set restore

channel ORA DISK 3: using network backup set from service victorp
channel ORA DISK 3: specifying datafile(s) to restore from backup set
channel ORA DISK 3: restoring datafile 00012 to

+DATA/VICTOR PHX2W5/DATAFILE/undotbsl.261.1001870237

channel ORA DISK 3: restoring section 1 of 1

channel ORA DISK 2: restore complete, elapsed time:00:12:44

channel ORA DISK 2: starting datafile backup set restore

channel ORA DISK 2: using network backup set from service victorp
channel ORA DISK 2: specifying datafile(s) to restore from backup set
channel ORA DISK 2: restoring datafile 00013 to

+DATA/VICTOR PHX2W5/DATAFILE/undo 2.260.1001870251

channel ORA DISK 2: restoring section 1 of 1

channel ORA DISK 3: restore complete, elapsed time:00:00:27

channel ORA DISK 3: starting datafile backup set restore

channel ORA DISK 3: using network backup set from service victorp
channel ORA DISK 3: specifying datafile(s) to restore from backup set
channel ORA DISK 3: restoring datafile 00014 to

+DATA/VICTOR PHX2W5/DATAFILE/users.280.1001870265

channel ORA DISK 3: restoring section 1 of 1
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channel ORA DISK 2:
channel ORA DISK 3:
channel ORA_DISK 4:
channel ORA DISK 1:

Finished restore at

restore
restore
restore

restore

complete,
complete,
complete,

complete,

02-MAR-19

elapsed time:

elapsed time:
elapsed time:

elapsed time:

00:
00:
00:
00:

00:
00:
06:
14:

23
20
25
13
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