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Oracle RAC[AIF M Oracle VM Server for SPARCIBIEDIERL 5 %

1. Oracle VM Server for SPARCY 7 bz 7% A VA M—JVLET,

Oracle VM Server for SPARC/ N r—1d. 7 7 # /U k TOracle Solaris 11 OSO—&RE L TA
VAM—VENE T, RO Y RAEFERAT S &L Idomsmanager/ Yy 7 — Y DIERHERR
TNET,

# pkg info ldomsmanager
Name: system/ldoms/ldomsmanager
Summary: Logical Domains Manager

Description: LDoms Manager - Virtualization for SPARC T-

Series
Category: System/Virtualization
State: Installed

Publisher: solaris



Version: 2.1.0.4
Build Release: 5.11
Branch: 0.175.0.0.0.1.0
Packaging Date: Wed Oct 12 23:06:35 2011
Size: 2.34 MB

FMRI: pkg://solaris/system/ldoms/ldomsmanager@2.1.0.4,5.11-
0.175.0.0.0.1.0:20111012T2306352

VR
# svecadm enable ldmd
# sves ldmd
online Jan_11 svc:/ldoms/ldmd.default
EElle
Y

# ldm add-vec port-range=5000-5100 primary-vcc0 primary

# ldm add-vds primary-vds0 primary

# dladm show-phys



LINK MEDIA STATE SPEED DUPLEX
DEVICE

netl Ethernet up 1000 full
el000gl
net2 Ethernet up 1000 full
el000g2
net0 Ethernet up 1000 full
el000g0
net3 Ethernet up 1000 full
el000g3
%
=D
=R

# ldm add-vsw net-dev=net0 linkprop=phys-state primary-vsw0 primary
# ldm add-vsw net-dev=netl linkprop=phys-state primary-vswl primary
# ldm add-vsw net-dev=net2 primary-vsw2 primary
# ldm add-vsw net-dev=net3 primary-vsw3 primary

# dladm show-phys

LINK MEDIA STATE SPEED DUPLEX DEVICE
netl Ethernet up 1000 full el000gl
net Ethernet up 1000 full el000g2
net0 Ethernet up 1000 full el000g0
net3 Ethernet up 1000 full el000g3
netd Ethernet up 1000 full vswi
nets Ethernet up 1000 full vswl
neté Ethernet up 1000 full vsw2

net? Ethernet up 1000 full vsw3



4, B R A A TEIPT RLAEBRLED,
lE L&, Oracle Solaris 11 OSETT 7 #+JU b TEMEEN TWLANWAMEEINMEL L E T,

# svcadm disable svc:/network/physical:nwam
# svcadm enable svc:/network/physical:default
# ipadm create-ip net0

# ipadm create-addr -T static -a local=199.199.121.61/24
net0/vdstatic

5. B8Ry T =Dkt —/\— - F—F> (vntsd) EEMELLET,
# svcadm enable vntsd

# sves wvntsd

STATE STIME FMRI
online 0:17:52 svc:/ldoms/vntsd:default

6. B RAA>Y (TZ4A4V) ITI6MEDCPUELT6GBD AT U ZBR L E T,

BTN TDYRAT L - UV —ZDEIHE R AA VTR HTONTWSTed, FIDFRE
RAALVEER TEDLDICT BIcdIc. INSDY —AD—ERZM LTI,
a) M R A CBEBENERB LT,

# ldm start-reconf primary

b) I~ XA U IREBCPUZEIY HTE T,
# ldm set-vcpu 16 primary

Q) HUBRAAL AT EEYHETET,
# ldm set-memory 16G primary
d H—EX 7Oty (SP) [T L THEREREL. BREELET,
A% & L Cinitial 2R LE T,
# ldm add-spconfig initial
# ldm list-spconfig
factory-default
initial [next poweron]

# init 6



7. TAR - FAASVERBRLET,
TANEBITERAC/ — RELTHBET 37 A b+ RAA YT —/\—EIZEENTVET,
a) 7 AL« FAA21domO1ZEM L. 32EDCPUE40GBD A £ AL L T T,
# ldm add-domain ldom01
# ldm set-vcpu 32 ldom01

# ldm set-memory 40G ldomO1l

b) 7AK « RAASY EICRY b= Z B LET,
# ldm add-vnet linkprop=phys-state wvnet0 primary-vsw0 ldomO1l
# ldm add-vnet linkprop=phys-state wvnetl primary-vswl ldomOl
# 1ldm add-vnet wvnet2 primary-vsw2 ldom0O1l

# ldm add-vnet vnet3 primary-vsw3 ldomO1l

Q TAL s RAM VT A AV EBMLET,
VAT TARZIKEO—=AIV c T R EFERLET,
# ldm add-vdsdev /dev/rdsk/c2t2d0s2 ldom0Ol@primary-vdsO

# ldm add-vdisk vdisk0 ldomOl@primary-vds0 ldomO1l

8. ISOT A RY + A A=V "MBALTT AL « RAAMVEAVAR—)LLET,

ISOT A AT + A A=DVIIRIET INA AELTT A » RASVITEBIEN, T—F - TN
A AELTREENE T,

# ldm add-vdsdev /share/sol-11-1lll-text-sparc.iso cd-
isolprimary-vds0

# ldm add-vdisk sll-cd cd-isofprimary-vds0 ldomO1l
# ldm set-var boot-device= sll-cd ldomO1

# ldm set-var auto-boot\?=true ldomO1l

9. INTCDIY—=RET AL « RAALUNINA Y RLTH S, TDT AL « RAS V=& T—
FLET,

# ldm bind ldom0O1

# ldm start ldomO1l



10. AV —)UcEHE LT, F A b + KA1 I0racle Solaris 11 OS&EA VX b—J)L LE T,

# telnet localhost 5000

ISOF « A% « A4 A= 50racle Solaris 11& 41 VX b=V BHEICDNT, 3ELLCIE
T Oracle VM Server for SPARC 22& 28771 1 M"primary KA A 2 H5ISOA A—I% Ty
AR—FLTTRAL s RAAMVERAVAS=IVT BHEZBRLTLLIEEL,

Bmo/Ny r—URBlca—A)b - URY b U ZER L. large-serverE— R T/ — K& 4>
Z '\_)bbig—o
M UE—b - EcO—AIb- URI M ZERLET,

a) BMD/NN\yor—YBlca—AIL - URY MU EEBR L. large-serverE— KT/ —
FEAVAM—=ILLET,

# lofiadm -a /oracle-sw/solarisll/sol-11-111l-repo-full.iso
# mount -F hsfs /dev/lofi/l /ips

# share /ips

b) RAC/—RKh5UUE—F - vicO—A)b - URI MU AEEBML., O—AHJL - U
RISy T—IFA VA M—=ILLET,
# pkg set-publisher -g file:///net/nodel0l-ctl/ips/repo/

solaris

Q AVAR—IUHNET Lo, (RIEECDEHIRLE T,
# 1ldm rm-vdisk sll-cd ldomO1

# ldm rm-vdsdev cd-isofprimary-vdsO

FAbF « FAAL > TOracleRACEBICERY b7 =V %18 T DA E
OracleRAC/ — R &, DL EETRDMDZY b T—0 AV BZTT—X - H— K (NIO) (v
ND—2 - 7RTZ2EENNET) DIRETT,
e NTUwY e Xy bI—=0 - A2 T T—AAITTH

TSANR=—K Ry bNT—=T A VBTT—R (AEZ—20%7 ) BITIH
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« NTUYIIP7RLR - &/ —RICHTBH/NNTU YT - RAMAT RLA, 2v b T—=0 DK
MEHRT Hcd. 2DDRIENIC (net0. netl) HIPMPYIL—TRIC/NA Y FENTWET,

« TSAR—=PMP7RLR - TSAR— b AVE—OFV - T RLADEREERZT. &/ —
RDTZAX—=KIP7 KL R, Oracle Database 11g Release 2 (11.2.02) LIB#TI&. Oracle
ClusterwarelC &> T, 1~MEDOSZABMIPT KL A (HAIP) 754 RX—b -« v 7= @
ITER SN E ¢, Oracle RACE Oracle ASMDA Y ARV AUTTNEDA VR T1—R + 7 RLR
EERLT. AIAMOBLO— RN\ IEnfcA V27 1—R@Ex ./ — FREICHEIILE
9, HAIPRRIC2DDRAENIC (net2. net3) HMEIENTUVET,

« REBIPT RLA - 725472 MEGROREBIP7Z KLA (VIP) & LTERINS. &/ — KD/
TUwl-Arz—2y 7O (IP) PRLR, $%./— FICEEHNEETSE. VIPT
KL XI&Oracle Clusterwarelc & > THIBRAIEEG / — FIC T A JbA —/S—ENFK T, VIPIZOracle
ClusterwarelC K> TEBEBINBIPT RLATH BT, 1 A b—UBSICIIVIPIMER TN T (V&
T EERERLTLEEL,

. Single Client Access Name (SCAN) - SCANICEIW BTENZITRTDT RLURICHRENDS K
A A %, SCANICIEF3 DD FLAZRIWHTE T,

A INTUYIIPT7 RLAL VIP7 RLAL SCAN7 RLREBRICY 72w b EICHY FT,

/—F#& RASLY KRR A A8 TT—R IP? LR Oracle RACTOER
nodel il nodel-ctl neto 199.199.121.61
TR R nodel 1pmp0 (netO, netl) | 199.199.121.1 T wyIP
net2 HAIP
net3 HAIP
nodel-vip 199.199.121.221 &#8IP
node2 il node2-ctl neto 199.199.121.62
TR b node2 1pmpO (netO. netl) | 199.199.121.2 T v 1P
net2 HAIP
net3 HAIP
node2-vip 199.199.121.222 RF8IP
node3 il node3-ctl net0 199.199.121.63
TRk node3-ctl 1pmpO (netO. netl) | 199.199.121.3 IRTYvoIP
net2 HAIP
net3 HAIP
node3-vip 199.199.121.223 R38IP
node4 il node4-ctl neto 199.199.121.64
FR b node4-ctl 1pmp0 (netO. netl) | 199.199.121.4 RTYwoIP
net2 HAIP
net3 HAIP
node4-vip 199.199.121.224 RA8IP

x1. RAMETFLR
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3DDIPT KL ADSCANTIRHEN 2B FNCEEMITOND L DICT Bfcsd. A2 A ~—)LDHil,
3DDEHIPT FLAD R AL VBT —N\—IcBHENTVET, &fc. 3207 FLRAFINT, U
T ITAZICH LTCDONSH S SV 2 LGIEF TRENE T,

11gr2s11-scan.sample.com 199.199.121.131

199.199.121.132

199.199.121.133
a) /etc/hosts7 71 IV AZEBELET,

R1DIEFRAFEA LT, nodel& T DOracle RAC/ — RiTxt LT /etc/hosts T 71 )L &
FHLET,

# vi /ete/hosts

::1 nodel localhost

127.0.0.1 nodel localhost
HEfHHREH AR AR AR

# public ip

199.199.121.1 nodel loghost
199.199.121.2 nodeZ2

199.199.121.3 node3

199.199.121.4 noded

199.199.121.221 nodel-vip
199.199.121.222 node2-vip
199.199.121.223 node3-vip

199.199.121.224 noded-vip

1



b)

Oracle RAC/ — RITH LT/INT U w7IPETSAN— MNPEEBRLE T,

a) OracleRAC/ — R LY > U =HERLE T,

b) &HID2DDONICT. /NTU w7 IPEDIPMPEIER L E T,

# dladm show-phys

LINK
DEVICE

net0

vnet0

netl

vnetl

net2

vnet?2

net3

vnet3

MEDIA

Ethernet

Ethernet

Ethernet

Ethernet

STATE

up

up

up

up

IE oI, RERA1C Y TNWAMZENME LT,

#

#

#

svcadm disable svc:/network/physical:nwam

svcadm enable svc:/network/physical:default

ipadm create-ip netO

ipadm create-ip netl

ipadm create-ipmp -i netO,netl ipmpO

SPEED

DUPLEX

unknown

unknown

unknown

unknown

ipadm create-addr -T static -a local=199.199.121._1/24 ipmp0O/v4static

12



d)

O IPMPORREZEHELE T,
# 1padm show-addr ipmpO/v4static

ADDROBJ TYPE STATE ADDR

ipmp0/vistatic static ok 199.199.121.21/24

# ipadm show-if -o all

I FNAME CLASS STATE ACTIVE CURRENT PERSISTENT OVER
100 loopback ok yes -m46-v--———-
46-- -

ipmpO ipmp ok yes bm4---————--
4-—- net0 netl

netoO ip ok yes bmd-———1-——-
4-1 -

netl ip ok yes bm4-———1-—--—
4-1 -

net2 ip ok yes bm4---—————-
4——- -

net3 ip ok yes
bm4-———-———- 4——- -

CORBEHIET Lo, BYD3DD./ —REECESICHERLET, XROFIBICKL S
T OSDA VA b—JVHRICne2HAREESNE T, XV FT—0 - 7OV AERZICT
BTz, IPMP(Cnet0O& netlZM 5B L £ d, HAIPIXOracle RACDA > R ~—)LHRI(C

v b7y TENEY,

DNSZ & ICSCAN IPAEERL LE T,
a) nodel0& WS RIDY Y > EICDNSH —/\—%#E/ L& 9,

# ifconfig -a

lo0:

flags=2001000849<UP, LOOPBACK, RUNNING, MULTICAST, IPv4, VIRTUAL>

mtu 8232 index 1

inet 127.0.0.1 netmask ££000000

el000g0: flags=1000843<UP,BROADCAST, RUNNING, MULTICAST, IPv4> mtu
1500 index 2

10.12

inet 10.129.192.84 netmask ffffff00 broadcast
9.192.255

ether 0:14:4f£:2:74:84

el000gl: flags=1000843<UP, BROADCAST, RUNNING, MULTICAST, IPv4> mtu
1500 index 3

inet 199.199.121.10 netmask ffffff00 broadcast

199.199.121.255

ether 0:14:4£:2:74:85

b) nodel0 (10.129.192.84) ETdns/servert—EXEBIMELLET,

13



# sves -a |grep dns

disabled Apr 13 svc:/network/dns/client:default

disabled Apr 13  svc:/network/dns/server:default

# svcadm enable dns/server
#H LU sample.com K A > FDDNSIZOracle RACER A B L £ 7,
DNSH—/N—=DTF 7 # )L MER T 7 1 JVIE. /etc/named.conf” 7 1)LV,

4 vi /etc/named.conf

zone "sample.com" in {
type master ;

file "domain.sample.com";

zone "in-addr.arpa" in {
type master ;

file "rdomain.sample.com";

14



d) #m~7 74 (/var/named/domain.sample.com&
/var/named/rdomain.sample.com) RIC3DDEEHY7Oracle RAC SCAN IP77 KL
AEBHRLET,

# vi /var/named/domain.sample.com

; Forward map for sample.com

STTL 1h
@ in soa nodel0.sample.com.
root.nodel0.sample.com. (

20110925

43200

3600

604800

86400 )

in ns nodell.sample.com.

; in ns SLAVE.sample.com.
: in mx 10 mail.sample.com.
nodel0 in a 10.129.192.84
localhost in a 127.0.0.1
; SLAVE in a 0.0.0.0
;Cname MAP
;mail in cname nodel0
P WWW in cname nodel0
;ftp in cname nodel0

;Client MAP
llgr2sll-scan IN A 199.199.121.131
llgr2sll-scan IN A 199.199.121.132

llgr2sll-scan IN A 199.199.121.133

15



# vi /var/named/rdomain.sample.com
; Reverse map for in-addr.arpa.
S$TTL 1h

@ in soa nodel0.sample.com.

root.nodell.sample.com. (
20110925

43200

3600
604800
86400 )
in ns nodel0.sample.com.
; in ns SLAVE.sample.com.
84.192.129.10 in ptr nodel0O.sample.com.

;0.0.0.0 in ptr SLAVE.sample.com.

;scan ip for racllgr?2 in sll ldom sparc

131.121.199.199.in-addr.arpa. IN PTR 1llgr2sll-

scan.sample.com.

132.121.199.199.in-addr.arpa. IN PTR 1llgr2sll-

scan.sample.com.

133.121.199.199.in-addr.arpa. IN PTR 1llgr2sll-

scan.sample.com.

e) OracleRAC/ — R EICDNSY 547> hEEHRLET,
Oracle Solaris 11 OSTl&. Zetc/resolv.conf” 7 1 JUldsvc:/network/dns/clientt —
ERICK>TEFER NGO, TOT7AIVEFETHEL % TLIEEW, FETHRE
L7zAAIL. svc:/network/dns/clienttf —E X DBEME (F2I1EBF) BHckbNE T,

16



a) DNSUZA 7V - U—ERDTONT A ZRELE T,
# sveccfg -s dns/client

svc:/network/dns/client> setprop config/nameserver = (
10.129.192.84 )svc:/network/dns/client> setprop config/domain =

"sample.com"
svc:/network/dns/client> listprop config
config application

config/value_authorization astring solaris.smf.value.name-

service.dns.client

config/domain astring sample.com
config/nameserver net address 10.129.192.84
svc:/network/dns/client> exit

# sves -a |grep dns

disabled 0:22:24 svc:/network/dns/multicast:default
disabled 0:22:31 svc:/network/dns/server:default
online 0:22:50 svc:/network/dns/client:default

# svcadm refresh dns/client

# svcadm restart dns/client

RKIT, —EADBRUTDELESE T 71 Jb/etc/resolv.conf ZA4R, L F 9,
#

# Copyright (c) 2012, Oracle and/or its affiliates. All rights

reserved.

#

# AUTOGENERATED FROM_SMF V1_

#

# WARNING: THIS FILE GENERATED FROM SMF DATA.

# DO NOT EDIT THIS FILE. EDITS WILL BE LOST.

# See rescolv.conf(4) for details.

domain sample.com

nameserver 10.129.192.84

17



o)

Z—L =R AV FRICdnsF—T— FEIEELE T,
Tk, o=~ s T7AIVHREREINTULEWES, DNSEFER L TRR ~
LEBBITCELS,

# svecfg -s name-service/switch
svc: /system/name-service/switch> setprop cenfig/host = astring:

"files dns"
svc:/system/name-service/switch> listprop config
config application

config/value_authorization astring solaris.smf.value.name-

service.switch

config/default astring files
config/printer astring "user files"
config/host astring "files dns"

svc:/system/name-service/switch> exit

# svcadm refresh name-service/switch

# svecadm restart name-service/switch

SCANIP7 KL A%ZHEER L& T,

# nslookup llgr2sll-scan

Server: 10.129.192.84
Address: 10.129.192.84#53
Name : llgr2sll-scan.sample.com

Address: 199.199.121.131
Name : llgr2sll-scan.sample.com
Address: 199.199.121.132
Name: llgr2sll-scan.sample.com

Address: 199.199.121.133

18



TAPF « FAAL > TOracleRACBICRA FL—I %8R T B HE

Oracle Automatic Storage Management (Oracle ASM) 7« X7 - J)b—F%fER L T. Oracle
Clusterware” 7 A )L A 2 A b =)L L& T RDFEIC, A hL—T + 77 L 16140-1a£6140-1b|T
LT, EDLDITT A RY « J)b—TvotedgP EUasmdghER SN TWSHERLE T,

VOTEDG ASMDG

A=
(OCRIZ7ANERET7 A LEETD) (F—HR=Z - T74))
votingla (2GB)

6140-1a asmla (400GB)
voting2a (2GB)

6140-1b votinglb (2GB) asmlb (400GB)

R2L AML—VETARY - TIV—T

1.

FRARBEIO2DDT A XY « FI—THERLET,

votedglFOCRT 4 AT - T 7 A IVERET 4 XV - 774 )VBTH Y. asmdgld 7 — 2 X—
A T7AIVATY,

BLCT AR - JI—TRICITNTDT 7 A IVEEBBT DT L6, JlLDT 1 R - J)b—
TICERBT B EETELT, votedgT + A7 - JIb—TFLasmdgT « 27 - 71— TI&
TEMEDESHIO2DDA ML —D 7 LARBICOBINTWEY, RESB LTI,
I> hO—Z&RRIT Bz, Solaris I/0<)LF /R (IBFRSUn MPXIO) AMERETNTWL
£9,

T7AN - FyvXIVTERREINEA N —2 - LA LT i F X1 > RICI/ORIV
FINRZ=RBRLE T,
VORIVFISAD Y AT L EITBRENTV SO ESHZERELE T,

# stmsboot -L
BRENTWEWREE, 7710/ FyX)VTERINTWEANL—T - 7LAHTIV
FIRZFERTHEDICRELE T,

# stmsboot -e -D fp

# init 6
IRTCDT ARG ZT AL « RAAL VA VYR=FLET,
RDOFINEZETNTD/ — R TRTI DAV T h2FT 5 L2 HE LT T,

# 1ldm add-vdsdev /dev/rdsk/c0t600A0B800011FC3E00000E074BBE32EAdOs2
diskl@primary-vds0

# ldm add-vdisk vdiskl diskl@primary-vds0 ldomO1l

# ldm add-vdsdev /dev/rdsk/cO0t600A0B800011FC3EO0000E194BBE3514d0s2
disk5@primary-vds0

# ldm add-vdisk vdisk5 disk5@primary-vds0 ldom0O1l

# ldm list-bindings ldom0O1
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4 BT ARVEHNTEDLDIC. TAL « RAAMYRADT « AVISFRZE[MFET,

# format
AVAILABLE DISK SELECTIONS:
0. c2d0 <SUN146G cyl 14087 alt 2 hd 24 sec 848>
/virtual-devices@l00/channel-devices@200/disk@0
1. c2dl <SUN-CSM200_R-0660 cyl 1022 alt 2 hd 64 sec
/virtual-devices@l00/channel-devices@200/disk@l
2. c2d2 <SUN-CsSM200_R-0660 cyl 1022 alt 2 hd 64 sec
/virtual-devices@100/channel-devices@200/disk@2
3. c2d3 <SUN-CsSM200_R-0660 cyl 1022 alt 2 hd 64 sec
/virtual-devices@l00/channel-devices@200/disk@3
4. c2d4 <SUN-CSM200 R-0660 cyl 1022 alt 2 hd 64 sec
/virtual-devices@100/channel-devices@200/disk@4
5. c2d5 <SUN-CSM200_R-0660 cyl 1022 alt 2 hd 64 sec

/virtual-devices@100/channel-devices@200/disk@5

64>

64>

64>

64>

64>

asmla

asmlb

votla

votlb

vot2a

5. TA4RY « FIV—TIGBMTBET A RYT « A4 AL T, F+ 57 2ZRAW

TINA X« TP AIVCEFIBE. JIL—7, HERERELE T,
FAXTCDOracle RAC/ — RO Y RAERTLET,

# chown oracle:oinstall /dev/rdsk/c2dns*

# chmod 660 /dev/rdsk/c2dns¥
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Oracle RACDOA Y A F—IVEIIE Y AT LZWBHKT 5 5%

1. $XTDOracleRAC/ — Rl LAY —&JIb—T=BMLE T,
Oracle ASMZ)L—lcx LT, Oracle InventoryZ)L—7 (oinstall) &dba (OSDBAH
K TUOSASM) ZAERY L &9, Oracle Grid InfrastructureY 7 ~ 7 = 77FrE% (grid) &Oracle
DatabaseFig#& (oracle) Z{ERL £,

# groupadd -g 1000 oinstall
# groupadd -g 1001 dba

# useradd -u 1100 -g oinstall -G dba -d /export/grid -m grid

# useradd -u 1101 -g oinstall -G dba -d /export/oracle -m oracle

2. Oracle Grid InfrastructurePFFEE CHBHgrid 11— —Loracle 1—F—|T/\AT— K%
BELET,
# passwd grid

# passwd oracle

3. Oracle Grid Infrastructure®Grid7R— s & OracleX—ZDR— LT« L7 b ZFETIERL

Lia—o
mkdir -p /uOl/app/oracle/product/11.2.0.3/base

mkdir -p /uOl/app/oracle/product/11.2.0.3/grid

mkdir -p /uOl/app/oracle/product/11.2.0.3/db_1

chown -R grid:oinstall /u01

chmod -R 775 /u0l1/

chown oracle:oinstall /uOl/app/oracle/product/11.2.03/db_1

H OH OH O ¥ OH

4, grid1—Y—D7O07 7V EBHFLET,
# wvi /export/grid/.profile

export ORACLE BASE=/ull/app/oracle/product/11.2.0.3/base
export ORACLE HCME=/u0l/app/oracle/product/11.2.0.3/grid
export ORACLE SID=+ASM1

export

PATH=SPATH: /usr/sbin:/usr/X11/bin:/usr/dt/bin: /usr/openwin/bin: /usr/
sfw/bin: /usr/sfw/sbin: /usr/cecs/bin: /usr/local/bin:/usr/local/sbin:
$ORRCLE_HOME /bin:.
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export LD_LIBRARY PATH=SORACLE_HOME/lib:/usr/dt/lib:
SORACLE_HOME/oracm/lib

export CLASSPATH=${CLASSPATH}:50RACLE HOME/jlib:
SORACLE_HOME/rdbms/jlib:$ORACLE_HOME/network/jlib

export TEMP=/tmp
export TMPDIR=/tmp

ulimit -n 65536

5. oraclel—HY—O7 714V EEHLET,

4 vi /export/oracle/.profile

export ORACLE BASE=/ull/app/oracle/product/11.2.0.3/basel
export ORACLE HOME=/u0l/app/oracle/product/11.2.0.3/db 1
export ORACLE_SID=dbl

export
PATH=/usr/sbin:/bin:/usr/X11/bin: /usr/dt/bin: fusr/openwin/bin: fusr/c
cs/bin:/usr/local/bin:SORACLE HOME/bin:/usr/local/bin:/home/oracle:.

export LD _LIBRARY PATH=SORACLE HOME/lib:$ORACLE HOME/oracm/lib

export CLASSPATH=$0ORACLE HOME/jdbc:$ORACLE HOME/jlib:
SORACLE_HOME/rdbms/j libSORACLE_HOME/network/j lib

export TEMP=/tmp
export TMPDIR=/tmp

ulimit -n 65536

6. IXTDOracleRAC/ — R TH—XIV - TONFT A ZBHLET,

# projadd -c "oracle" 'user.oracle'

# projadd -c "grid" 'user.grid'
BED) Y —XFHOBEHE LTI,
$ id -p

uid=1101(cracle) gid=1000(oinstall) projid=100(user.oracle)

$ prcetl $$
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7. BEIGLC T Y —RGHHHOEEZZELET,
BALE AT DIBIFSCABHICL > TREY ETH SGAH 1 LW EAEMEICRET
BRENBYET,
# projmod -sK "project.max-shm-memory=(privileged,32G,deny)"

user.oracle
# projmod -sK "process.max-sem-nsems=(priv,4096,deny)" user.oracle
# projmod -sK "project.max-shm-ids=(priv,1024,deny)" user.oracle

# projmod -sK "project.max-sem-ids=(priv,1024,deny)" user.oracle

8 gridl—7—(cLTEHERLBEERITL. AOOIRY FEFRALTHEELE T,
# projects -1

9. IXTDOracle RAC/ — RTH—XJU - TO/XFT 1 UDPH L UTCPEEFH LE T,
# vi /ete/re3.d

#!/bin/sh

/usr/sbin/ndd -set /dev/tcp tcp_smallest_anon_port 9000
/usr/sbin/ndd -set /dev/tcp tcp_ largest anon port 65500
/usr/sbin/ndd -set /dev/udp udp_smallest_anon_port 2000

/usr/sbin/ndd -set /dev/udp udp_largest_anon_port 65500

10. JSAT— R L A%SSHIER Z1ERL L £ 7,
a) gXTDOracle RAC/ — R Csshf —EX&EBIMELLE T,

# sves ssh

STATE STIME FMRI
disabled Mar 21 svc:/network/ssh:default

# svcadm enable ssh

b) sshUserSetupshX 7 1) 7 b&ERIFL. 7OV T MIERRENZIBRICENE T,
INRT— R L RAIZSSHIERUISABDA >V A b —IVEHTY, ThlcLY . Oracle RACY
TRAZDA VA=V, SSHA—T—ZFfiEty b7 v 7T 5HICBRLITSF
IENAREICHZ Y E T, Oracle 11gR2DRACICIE. BEIFIESSHD Y b7y THEFEN
TLETY,

# ./sshUserSetup.sh -hosts " nodel node2 node3 noded" -user

oracle -advanced -noPromptPassphrase

# ./sshUserSetup.sh -hosts " nodel node2 node3 noded4" -user grid

—advanced -noPromptPassphrase
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Q AVAb—IVEfixup AT U T SDERETORINC. 75 AR EREHERBLET,
A VA —IVERIET BHIC. BEBANRNL—T 4 V7 - VAT LOERE=ZEHLE T,
# ./runcluvfy.sh stage -pre crsinst -n nodel,node2,node3, noded

-fixup -verbose

CEBRITF IV IDERICET Lics, GridY 7 77 &0racle DatabaseV 7 bz 7% A

VA=V B EEE LT,
Oracle Solaris 11TDAVY —)UHSTFRA M R=ZDA VA S—Jb « AT 4 7HEFEBLT
Y—N—ZA VA=)V TBE UVE—MRREOIEEICT BHT2HD
compatibility/packages/SUNWxwplt/ Vv 7 — I BB DO SEWNEEN DY £,

# pkg info -r compatibility/packages/SUNWxwplr

# pkg install -r compatibility/packages/SUNWxwplr

CWEITIS T Oracle RACH > X b —JLDGUIZRITT Zmotif/ Vv r—I&BMLE T,

EMLEWEE. ibXmsodZ A 7S5 URRDHLEWNEELD Y £, BIDFICHES T,
NV =V DAT =R AZHZRLET,

# pkg info -r motif

# pkg install motif

MET, 42525707« T750racle GUIA A h—ZS %A LT, Oracle RACZE A~ A k—
IWTCEBELDITHEVE LT
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