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XL ®HIC

DT =AI - RTA k- R—/8—TI&. Oracle VM Server for x86&%F1—=>4% L T. 10GbE (10
FHEY R A—UFRy b)) Ry FT—UENRMIZFERTHHEICOVWTHEALET,

2 RT—H R\ TF—TVRIZHT REEREE

Xy hT =2 « RT7 =< A%, BICEE~ VVBRRICBW L, RNV AT L - R T —v
ADD TEERERERTT, Xy FTV—2F, FA4T7~A T Vv —var, JTAF - ~—FE— |k,
NFSRISCSIDRART 4 A7 ~DT 78 A, AT LEH, FA M~ v BYDOFXR Yy NU—2 - T
T4y IKTLIESERu—ATHEASRET, Zhbor— B U0racle VM3 Y hT—27 D
Z O ORITEIZ S TiE, _[Looking "Under the Hood" at Networking in Oracle VM Server for x86] T#iiAH
LTWET,

10GhER Yy U —2 « f ¥ —axy M, Xy NT—VEFRT TV r—a b ONRT —< A%
ST A0, BT —F 2 2 —ICiBESND 2 ENEL< Lo TWVET, 10GOEREE, »5
WEHIRE SN D AN —T Y NEERT S Z LITIERERE O GAENH Y £F, H—X MY —AD%EZ(F
EHERT G A RS L <. KABNOD A — N—~y R L FRSREE 2 30 LS B 22 B b > A 7 ATl
ILICHELL 20 E9,

%< DCPUL REBRAMZEZHEH T 2V AT ADGE, ZIUIRERBELRVET, ZRHDV AT A
1, B~ DFRA R ELTUIFEFEITHEAN T A, NUMA (Non-Uniform Memory Access) ' 12787 ¢
B ET, ZORR, <7y FEBIRO7-HIC A E ) R O LB O FE 22 TR0 WV EER v b
J—=J TNRI = AL A= YT A PMETTLFREERH Y £3, N7 +—v A, A
fEfT 7 mntRrh—3b s aR—R b, BEORT 7 ERASINDHRAMOEFTN, R LCPU/ — K
FT a7 TREICHBEESNTODENE I ML > TRARY 9, AT URAKEFRIX, RTCPU/ — R
ANDT 7 4 =T AIZE TR EINET, HEOT TV r—ray - R7xp—<  AD=—XHbt
THROEICHHEE T 511, VAT ADCPU MR P LEENEZITRYT 5 Z ENEETY,

NUMAGDEE % =T Hl

WOBTIE, 2EDON— R =T « T—F%T7 7 F ¥ EDI0GKR Y hU—F « RT3 —< L AZDOW Tl
BALET,
Netperf TCP_STREAMASJIE M & E Lc, BRAIOREIZ. Yy NT—7 - RT 5 —v 0 AYGE
DO DOREZITHIRIO LD TE, 2HDVCPUL2GBD A VU Z## L 7zLinuxfi8~ o o 3 _TH T
APFTHEHAENTHWET, Xy hU—7 « RT3 —< R T, 2200~y Wty NU—2 « THET
HICEET 7' A) _Eodom0A A X A, BEIOLIEOY——Eddom0 & b H — DY — " —E
DT A M~ CETTHE SN E LT,
o WYY AT L e U Y —REFHFOIENUMAY AT A
o 2BDVAT L, TENEFIIBD Y v b, Yy NETEVAEOCPU= T, a7 %
VoD ALy R (BE16MEDOCPUR L v R) | 3BLU24GBD A U #5i

o dom0, 8{EMDVCPU, 2GD A E V #ifk
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o dom0 -> domO :~9.4Gb/F}
o dom0 (a) ->dom0 (b) THMET 5 LEDVM : ~7.8Gb/F>
o  KEDYY—REFFONUMAT AT L
o 2BDVAT A, ENENIIBEDY v b, Yy FEZDIEDOCPURT, a7 Y
Th2dHO AL v B (£EH60fEDOCPU) | 38 K U256GBD A & U £
o dom0, 160fHMDOVCPU, 5GB® A E Y #ifi;
o domo0 ->domO : ~5.2Gh/f)
o dom0 (a) ->dom0 (b) THEEHT H1EDVM : ~3.4 Gb/F

KBS AT DOFERIZ, CPUE AT YN LV DRVIENUMAY 2T A L D IRWEIE2S H E L7z, domO
BRERIO A L—7"y FE45%, dom0 & B — "—DF A NEOAL—T» MIGWETLET, 2D
ZEnB, AR EERCEEDO~ Y TH, Fa—=r B Thilne 25— 7 4 BMENWT &
Do £,

NIF—I VR -Fa—=v4

NI A= AWET D0, KB~V CHBOEERF 2 —= 7 #{TVWE LT, TN bD%E
B, FIAHEZRCPUDY 7 v hA~DCPUR T Y a—Y 7 LELALRIE ZHIIRT 5 Z & T, A%E
U R A S L E LT,

T, BERY N =T HIZTCP AT A —Z &8 LE Lz, TNOOERIL, /Y — N — & K
FEAf— N— DM 52 L TWET,
I INOOETIIHA RIA L LTHBIZL, BHON—FRU =T - T—=F77F ¥ &) V=R IH
HETHEL T ZSV, REAWVEEOMMK L V—7 n— R TOMENLT A MIERSLTOEEA,
TRAEFME L B PMERE~DONREZBE DO b, N7+ —~ O ZAEEICHS L TENCHE T 2 28R H Y £,
WD LD RETELT>TWET,

dom0 CPUMD K

72 & Z20E, KBEL28Y 77~ bx86 AT L C, dom0 VCPUD %1607 520198 5H LE L=, Zhid,
NUMAY AT LADFEHID Y v ROCPUA Ly FETY, ZOEEIZLY, mHDOCPUY &> h~D
doMODCPUA T Vo — ) VI RHIBENT, AV EL2F Yy v aDT 74 =T 4 DRI NE T,
dom0 VCPUIZIEE L SN 7z7=, (RAHCPUITHELCPU~D i 72 %ISR 2 FF b £ 9 (VCPUO ->CPUO
&),

V4 NOCPUDEL, —/3—DCPU MR IZ LY 9, CPUDELEHBIT HI2iE, ——ica s
A LT, "xm info"a~r F&ETLE T, cores_per_socket & threads_per_coren#k
DFRRINET, INOOEOMHERIX, ROAT v 7 THAT LY 7y FY¥720 DCPUA L > RETT,

dom0DVCPUZ EE(L L, EH T HITiE,

""domO_vcpus_pin domO_max_vcpus=X"%Xen1 —x D a~< K74 (ZDOHAEIEX=20)
WBMML T, BEELET, ZofITik, /boot/grub/grub.confib O5EERITIE,

kernel /xen.gz domO_mem=582M domO_vcpus_pin domO_max_vcpus=20%t 720 £7,
ThiE, ZORF2 AL M THPATLF a2 —=0 ZFIETH - & b EERES T,
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R—FERART 24 =T«

EE A EDI0GHR— MIMSI-XEALAN Y X —&f A L ET, Zh &I3FIHATEE 22 dom0 VCPUAIAIZ 70k
ENTRD, < EBLIONBCPUNICERHEMIT STV ET, £ DT /4 XA TiE, CPUORT 7 41 k
DERAHCPUTH 728, CPUNRHIDT /SA A0 E DERAL Z AL L TWARIZ, 106K — b TEHEHAAZN
FETDHE, BENIUETLZENTEE A, 20D, MOEALY—E R « L—F o BK T
HFET, Fv NT—JELAHZOWEED BN E T, 10GHR— FNEIALNRY Z—%  EAHLBEENZE T E
%< RWCPUILBENT D &, ARG ERH Y £9, ZOBITIE, ShART 7 4 =7 « OEHETikER
LET,

1. "cat /proc/interrupts| grep ethX"%FE{TL CHK— FDIRQIDZHRFE L FT.,
ethX#xy U —7 - F— hOARTCEEHZ TLIZEWV, FBYOFNIIRQ IDR/RENET,
INREDEIITRZ D) (ZON—=VITE D/ Y —N—T) | RIZHIZRLET,

# cat /proc/interrupts]head -1; cat /proc/interrupts|grep eth

CPUO CpPU1 CpPU2 CPU3
35: 3562070 243 1307766 249 PCI-MSl-edge eth4
39: 11828156 108367 101470 108262 PCI-MSI-edge ethO

40: 11748516 11991143 11688127 11988451 PCI-MSl-edge ethl

2. BENALANY Z =BT O TVWDCPUEZRELET, DX 5K — FRLIOETDHE
"cat /proc/irqg/$irgid/smp_affinity"#%#47 L9, Sirqidz 27 v 710fE
TEIHWZ TSN,

N— I REZHHLHEIE, ROL I BRAZ Y T A TEET,
#1/bin/bash
for irqid in “cat /proc/interrupts| grep eth | awk
{"sub(*:","",$1);print $1°}°;

do

affinity="cat /proc/irq/$irqgid/smp_affinity"

echo "irqgid $irqgid affinity $affinity"”

done

ZHUC LY, IRQE S, BLOEDFALIZEERMIT 6N/ZCPUERTE Y b« w2733, CPUOE T
Fio vy MBI ENET, 2E 21E, 1OMEIZCPUOEZ R L, "f'OfEIZCPUON & CPU3E R L £,
CPUOIZEIY BT HNZIRQ B 26, smp_affinity DNEEZFH LWVWE Y b+ v A7 TEEHMZ DI LT,
FEHBEORE < RWCPUICHFIL TT 22 ENTEET, L xid, kKOoavwr FE2ETTH L. IRQ 323
DCPUT 7 4 =7 4 IZCPU2ICRRESNET,

# echo 00004 > /proc/irq/323/smp_affinity

COAN= ALY 2 & BIAZLBLO AL 2 FHN T 2 2 LN TE . FFEDCPUIZ AT MR -
TWAHEICESL B E T, 2O X D ITHMIZIRQEEID M T 5854 1%, irgbalance ¥ — B R &4 (L3 25 4%
EHRHY EF, b L, irgbalance ¥ —EZAMEE) L TWEHEIL, 2OV —EREEEL T EEN,

ZOEFEIL, LinuxO A —RIVREDEENLED -0, HEICFEMT2LERNHY £, FHAIT

T F—= V AERRDTZDICEENMELNE 9 Dy, CPUDAFTNERABLMIRIZ L > TR L TWARW)EE
EBTAMLERHDET, A VAP NVOEEB IO —FVREOERIZETARE L~V L EET S0
ERHY FT,
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AR -F7I4=T+«

NUMAY 25 ADHA . MAEIIERTI ot 2 (Z0H4 . XendNetback & Netfront) % 7l UCPUY 47 &
FETEITTDIEEHELET, 25752 T, WHET—XHEE~OT 7 BRI DD AE D 75
Wi 23R L £ 97, 2 OVCPUD B VMDA, domOBNFEITENTWABFL Y &7 v b OVCPUZE IR
L. VMOVCPU%Z ZNHICEE LET, Z O A ETT 5T, Oracle VM 32—7 1 U7 ¢ dovm_
vmcontrol =~ REZMHEH LT, (RECPUREZIUGH LOEE T 5 FikE#5E L £3, Oracle VM 3
2—7 4 U7 4%, Oracle VM 3D 47> a7 R4V E L TRIEENTWET, R¥a2 A FBLID
Ay vm— FHEIE Oracle VMA 7 o — K« X—=J e lB#Hl S TnET,

2—F 4 VT 4 %A A =)L L7 5, Oracle VM Managerz /s A b3 54— —jca /AL, kD=
vV REFITLET, BFHEOZ—PF—ID, "AT— K, BIOF A NVMA DL Z LEIZR L CE
THZ T &N,

# cd /uOl/app/oracle/ovm-manager-3/ovm_utils
# ./ovm_vmcontrol -u $ADMIN -p $PASSWORD -h localhost ¥
-v $GUEST -c vcpuget

Tz kv, & R 3"Current pinning of virtual CPUs to physical threads" & L CTHEITT& 5 —#H O HCPU
WEFIRSNET, CPUDREEILPTHOITWRWEG G, TR —S—EDOCPUDEFHY A M0 £,
ZORFHIE. FA MOBEBCPUDE L D 2V OB —INTT (72 & 2IE. 8EDOCPUE SR L=t —/S—
BHOTPUEADOVCPUTT A hEHRA N 5H) , wiChlzZRLET,

# ./ovm_vmcontrol -u admin -p Welcomel -h localhost -v myvm -c vcpuget
Oracle VM VM Control utility 0.5.2.

Connected.

Command :vcpuget

Current pinning of virtual CPUs to physical threads : 0,1,2,3,4,5,6,7

AR e RAL ERHIOCPUY 77y N OWHEECPUIZIETET A I21E, koa~r REFfTLET, Y7y
F7= 0 OCPUER L W 1D WMETNEEEZ# X £ (CPUITEr LT FENDTD)

# _/ovm_vmcontrol -u $ADMIN -p $PASSWORD -h localhost ¥
-v $GUEST -c vcpuset 0-N

VA R 470 20fE OCPUEEH L 7= — "— D4, flidvepuset 0-19i1272 0 £, &KIiC
iz~ LET,

# ./ovm_vmcontrol -u admin -p Welcomel -h localhost ¥
-V myvm -c vcpuset -s 0-19

Oracle VM VM Control utility 0.5.2.

Connected.

Command : vcpuset

Pinning virtual CPUs
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Pinning of virtual CPUs to physical threads "0-19" "myvm® completed

ZOFITIE, RAECPUDEL L D W E B OHBICPUIC S A M2 EE LE T, ZOFE, 7 A ~IOracle
VMA Y 2 —F12k 0, B&YIOY 7y O EOYECPUIC HEID YT oHhE 3, WECPUMRKIECPUD
BLFEoLKFELIERDEIIUERTHRETEET, TO/ME. L IVIDOF v v a - by NETUE
SNFETH, HEHEOKNCPUR D AL, AWMOEWHEICPUILF A MEEETHZEHTEET,

WHICPUZIRET 2 b 912D kIE (Oracle VM 32—F 4 U7 4 34 VA =L SR TWRWEE) |
VMIERR 7 7 A V& FEICHREE, RETHZ LT, £9°, Oracle VM Manager® 2 —H—« 4 > ¥ 7 = —

2ZafEHLT, VRV M) B~ DIDEFRRLET, KIZ, =D H——[Zrootk L TH

74> L, T« L7 kU /OVS/Repositories/$RepositorylD/VirtualMachines/$VMIDN O 7 7 A sbvm.cfg %

HLLET, vmefgD cpus"iTEIRD L HIZEF L F97,

vcpus = 2
cpus = '"1,4"

ZHUZ LY . VMD2EDVCPUACPUL & CPUAZEE SN ET, =2+ R"xm vepu-list" 232 &, dom0
EEDIZ KA A NZIELVWEOCPUL BEILRH 50 E 9 hEERTE Ed, ovm_control =~ i,
WNERT 7 A VONED"T 7 AT Ny RYRETIE R, FEIEFEADOFIETH B -0, ovm_control
vy NEfERLET,

INHOBITIE, A MRIECPUZdomO L & BITIRMD Y 7y MCEELET, ZORE. NUMAD
==~y RPRERESNETD, oYy bR ENR RV ET, ZO0HETXTDOS A b
WXL CETT D L, B Yy MIERFRER Y —_"—%2 T 5 2 L oflasnkbhEd, Lz
MWoT, ZOFEIF, bo b bEERFR Y NT—7 « XT3 —<  ABMEE RO~ > o LT
BIRMICER T 20ERZH Y £, o X ME, CPUZBEEETIZHMOCPUY 7> N TEITTE,
RYIOWAMDO Y ry MITRTEHOVYTELELIV ORGRARA T+ —~< U ANEB LET, £,
CPUDEEIE, RTEDICETTARETEHRWVWER A —NN—~y FTHLH Y E7,

AR~ NONUMADRER & v v « S AT, Ry MU —27 ORBEICERRL . N7 r—~
VARBTEELZENHLH-D, HEV L DCPULRE-RNLE S IR~ v DI A D 75T H
CENEETT, RAL T TIT 4 AL LT, THENDHCPUAT & & DFEED R % LA A TY
AT HHENHY £, Oracle VMTIL, # A hANEBINICZ T HR D CPUSK, FISMHIZRARD & &
WCHEECTE DR ABERETEET, ZORTICEY ., FECPUREDOCPUY 7 v M E=n > T,
NUMARF SIS 2 42 U S B2 ol BEMEMELS 22D . CPUSIT DU 4+ —2Ah « % v o OFERANRE L, B
HDOCPUIZET=N TV T ITA RXTHMEOH DT — X EEONTRR v 7 HADERINET,

TCP/IRT A —ARRTE

IFEALEDLINUX VMT 4 A MU Ea—2 9 DF 7 4V hOTCP /ST A —F [IESFHI T, 100Mb/Fb % 7=
IXIGHH DR — NEEZ MBS D X ) ICHHBE SN TWD ), Ny 77 « 1 APR10GhF v T —7
NS TELRER LRV ET, INOHOEEEETSH L, 10Gbs VMFE > U —7 THRT 3 —< U A% K
iEizm Ec& £9, RTTEBDPIX, TCPRT A —X DFELZ T HMERAIRRMETT, VKR v
TR (RTT) %, X7y b3EEICBE L CEE IR > TL 2 E TOAFKH T, ¥y k-
X v NI =7 OBA, ZOfEIZLI~1002 UV RNZ/2 Y £3, RTTiXpingZ#H L CHIECE 3, Hikig
BEIEFE (BDP) (X, WOTHIRETELTFT—4BTHY, V7 g L RTTIEOE T, RTT#1003
UBEEELEZSGA. ROMEIZR £,
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BDP= (1s* (10*1079) v k) =134217728/3A K

RSN TWD A, FORAREETFATL, T 74y 7 - Ay P U IREESIL L IIT, Ny 77 -
P A REWESTDLERHY EF, B~ R TICdomOTRDEZHETE ET,

Maximum receive socket buffer size (size of BDP)
# sysctl -w net.core.rmem_max=134217728

Maximum send socket buffer size (size of BDP)
# sysctl -w net.core.wmem_max=134217728

Minimum,initial,and max TCP Receive buffer size in Bytes
# sysctl -w net.ipv4.tcp_rmem="4096 87380 134217728"

Minimum, initial, and max buffer space allocated
# sysctl -w net.ipv4.tcp _wmem="4096 65536 134217728"

Maximum number of packets queued on the input side
# sysctl -w net.core.netdev_max_ backlog=300000

Auto Tuning
# sysctl -w net.ipv4.tcp_moderate rcvbuf=1

K1: LEOOTU FEFEHALT, TCPIRS A—42 %

INOOREIFAEICHEA SN ETH, BEHBRITENSNETA, ZThHDOHEEZEET 51T, RO
1% /etc/sysctl.confizBmL £,

net.core.rmem_max = 134217728
net.core.wmem_max = 134217728
net.ipv4.tcp_rmem = 4096 87380 134217728
net.ipv4.tcp_wmem = 4096 65536 134217728
net.core.netdev_max_backlog = 300000

net.ipv4.tcp_moderate_rcvbuf =1

2 : EERD1T % /etc/sysctl.conflZ3&H0

Oracle VM 3.2 L D RijD/3— 2 > Cid, bridge 7734 A ® netfilter ZOFFIZ L TL 72 &0,
Oracle VM 3.2 LI Tl HEIMIIZOFFIZERE SN TV ET,

# sysctl -w net.bridge.bridge-nf-call-iptables=0

# sysctl -w net.bridge.bridge-nf-call-arptables=0

# sysctl -w net_bridge.bridge-nf-call-ip6tables=0

HMNZIR o TmREERTRTDITIE, RO L ST, sysCtlDRIZRTA—E L4 E AT LET,
# sysctl net.core.rmem_max
SR TL—A

57 1V F OMTUE1X1500 T, 1F & A EDI0GHR — h I AK64KB MTUEIZSKHG L CWET, N7 5 —
< U AKRWEL, LVEESEDHITIE, 0000MTUEAEY T, Py R 7L—ni%, UV U—2R
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3.1.1LIKE D Oracle VM Server for x86 CHR— b SN TWET, MTUEZAEE T 2546, £AF L-EaEE
BRARHOTRTDTNRAA b—F—7E) TRETDHULENRDHYET, A vTF - XX —F 20T
AA T BT ML TE, —EHOAL v TFHEENPL T YR« 7L —A (QoS, 7 rF 7 DI
7>, VLANZ2 b)) ORI SN TET,

NICA 7 A— Fige

NICIZ L > THR—brEhbaA47a— FEREFEHT D L. CPUDHEEZIRTE, T4 —<v U AD
K EELERTEET, ROBJBEIF. T A MIHEALEZEEZRLET,
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R—=r2T VP ¥ T7x2—R2L LTEINT 5841, Large Receive Offload (LRO) % OFFIZF%E
TOULERHYVET, 774NV ETIHEAR— BTV oY - S X7 2 —RBEMSNEEICEBENIC
OFFIZRREINFET, WIZ. TNHDOREDHIZRLET,

# ethtool -k ethX

Offload parameters for ethX:
rx-checksumming: on
tx-checksumming: on
scatter-gather: on
tcp-segmentation-offload: on
udp-fragmentation-offload: off
generic-segmentation-offload: on
generic-receive-offload: on
large-receive-offload: off

X3 : ethtool % E DA

"R
WOFRERIZ, FFROFa—=v 7 - FF g 2HALEEZEDOLD T,

dom0 -> dom0:~9.5Gb/fb - T A ¥ — + AL — R EN—2F A L DOIENUMAREIZIEF I, N—A T A
>~ ONUMATE L Y 83%m 3

dom0 (a) -> domO (b) THMEIT 2 1HDVM : ~8.2Gb/F> - FENUMAR—R T A o L Y 5%EET, ~N—
AT A4 NUMAE L Y 240%5 5%

1DODFRA N ETHBETLIVM > B 5K A N THEET HUEOVM : ~82Gb/f) - 22507V v Ui %
i LT Mg & 2k

VAFA T XTI F ., Ry hNU—2 U I—R BLIOT TV S —Ta b OB Lo TR, 2
DETA R + R R—DFT RTBRBELIIES R NEERH D FT, NUMAV AT ATOE - & G EE
7% RIZ, dom0 VCPUDE L LT, TN HT_XTEUEDCPUY 77 M — RiIZLb 5 Z & TY,

FEOH

Ry h U= « RT3 —< A E, VAT L RT F—< AR BITLEEREREZTH, ¥
AT IR E F a—=0 7 - AT a VILEk o TRELEDDZENRH Y 7, NUMATIHEEZFZhIC L
TR AT AONRT p—< v AL, R TF a—=0 VFIEEAT ) 2 & TRIMICSKETE X,
Oracle VM Server for x86 3.LLLAECZ N B DF o —= 0 7 HikEHHATEET,

TRTORMTHERET 2T 2—=27 « L—NF1ob B FHA, Fa—=0 7T D HEREFETET
VAT b RT = UV AREROMORE E DT o AERY | BLENRERTT A LT, KOS
T =<V ADHEEARTIMERH Y T, R LT 2 —=r I FIEO—EEEA LT, RS
T =<V AEZERLEZL, TNULOF 2 —=2 7 R2EA LGRS THLRWEAERHV 7, Fa—=
VN, A VA M=V ORERE AR — MEEE, BIOEHONRRA N - RXZRNT T T 4 AL LT,
BEICFEM L C<ESW, INO0FEEERMTIE T, RV F—~v A KIBICEETEET,
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