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PURPOSE STATEMENT

This document provides an approach for deployment of Oracle Linux Cloud Native Environment
on Oracle Private Cloud Appliance and Oracle Private Cloud at Customer. The end result is
deployment of Oracle Container Runtime for Docker in multiple virtual machines with Oracle
Container Services for use with Kubernetes managing the containers.

DISCLAIMER

This document in any form, software or printed matter, contains proprietary information that is
the exclusive property of Oracle. Your access to and use of this confidential material is subject
to the terms and conditions of your Oracle software license and service agreement, which has
been executed and with which you agree to comply. This document and information contained
herein may not be disclosed, copied, reproduced or distributed to anyone outside Oracle without
prior written consent of Oracle. This document is not part of your license agreement nor can it
be incorporated into any contractual agreement with Oracle or its subsidiaries or affiliates.

This document is for informational purposes only and is intended solely to assist you in planning
for the implementation and upgrade of the product features described. It is not a commitment to
deliver any material, code, or functionality, and should not be relied upon in making purchasing
decisions. The development, release, and timing of any features or functionality described in this
document remains at the sole discretion of Oracle.

Due to the nature of the product architecture, it may not be possible to safely include all features
described in this document without risking significant destabilization of the code.
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INTRODUCTION

Oracle Private Cloud Appliance (PCA) is an Oracle Engineered System
designed for rapid deployment of private cloud. Compute resources,
network hardware, storage providers, operating systems and applications
are engineered to work together but managed and operated as a single
unit.

Oracle Private Cloud at Customer enables Oracle and non-Oracle
applicationstoruni n customersdé data center ¢
by Oracleds cloud experts. Oracle
configured according to best-practices that have been proven at hundreds
of mission critical Oracle Private Cloud Appliance sites around the world.

Oracle Private Cloud Appliance and Oracle Private Cloud at Customer fully
support Oracle Linux Cloud Native Environment to easily automate
deployment, scaling and management of application containers. Oracle
Private Cloud Appliance includes premier support for Oracle Linux, which
comes with support for OL CNE - Oracle Container Runtime for Docker and
Oracle Container Services for Use with Kubernetes.

Components in Oracle Linux Cloud Native Environment are made available
via Oracle Linux yum server or Oracle Container Reqistry.

Oracle Container Runtime for Docker allows you to create and distribute
applications across Oracle Linux systems and other operating systems that
support Docker. Oracle Container Runtime for Docker consists of the
Docker Engine, which packages and runs the applications, and integrates
with the Docker Hub, Docker Store and Oracle Container Registry to share
the applications in a Software-as-a-Service (SaaS) cloud. Oracle Container
Registry is the trusted source of Oracle software packaged as Docker
Container images.

Kubernetes is used to manage containers running on a containerization
platform deployed on several systems. On Oracle Linux, Kubernetes is
currently only supported when used in conjunction with the Docker
containerization platform. Therefore, each system in the deployment must
have the Docker engine installed and ready to run. Support of Oracle
Container Services for use with Kubernetes is limited to usage with the
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https://yum.oracle.com/
https://container-registry.oracle.com/

latest Oracle Container Runtime for Docker version available in the
ol7_addons repository on the Oracle Linux yum server and in the
ol7_x86_64 addons channel on ULN.

Oracle Enterprise Manager 13c is the recommended management
framework for managing Oracle Infrastructure Software and Oracle
Engineered Systems. Oracle Enterprise Manager is a complete, integrated
and business-driven enterprise cloud management solution.

This paper will discuss the following approach to deploy a multi-node
Kubernetes cluster on Oracle Private Cloud Appliance and Oracle Private
Cloud at Customer:

1 Use Oracle Linux Virtual Appliances to deploy Oracle Linux VMs and
then using yum to install docker-engine on each VM.

1 Use kubeadm-setup.sh script to deploy Kubernetes master and
worker nodes by downloading images from Oracle Container
Registry.

RESOURCE REQUIREMENTS

On Oracle Private Cloud Appliance, we will deploy Oracle Linux 7 VMs to function as Master and
Worker nodes in the Kubernetes cluster. In this paper, we deploy a 2 node cluster i one master
node and one worker node.

1 Each node in the Kubernetes cluster requires at least 2 GB of RAM and 2 or more CPUs to
facilitate the use of kubeadm and any further applications that are provisioned using
kubectl

1 A storage volume with at least 5 GB free space must be mounted at /var/lib/kubelet on
each node.

1 For the underlying Docker engine an additional volume with at least 5 GB free space must be
mounted on each node at /var/lib/docker

1 Ensure each node has a unique UUID.

STEPS COMMON TO EACH NODE IN CLUSTER
1. Install Docker Engine on all nodes
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For installations on Oracle Private Cloud Appliance, Oracle VM Manager GUI can be
used to create VMs.

Follow the instructions (with following notes) in this blog for step by step instructions on how to
install Docker Engine on an Oracle Linux 7 Virtual Machine on Oracle Private Cloud Appliance.

Note: As stated in the requirements, we need 5 GB free space mounted at /var/lib/docker
and at /var/lib/kubelet

For this reason, in Step 2 of the above referenced blog, also add 2 Virtual disks of 5GB each
while editing the VM after cloning from the Virtual Appliance.

Add virtual disks to the VM
While editing the VM, go to O6Diskso6 tab and

4k Create Virtual Disk

* Repository: [ Rack1-Repository-NFS
*Mrtual Disk Mame: | kubelet disk

* Size (GIB): 50 @

Description:

Shareable: O
Allocation Type: [ Sparse Allocation

Fig 1: Editing VM to attach Virtual Disks
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https://blogs.oracle.com/oracle-systems/deploy-oracle-container-runtime-for-docker-on-oracle-private-cloud-appliance

ORACLE" VM Manager Logged in as: admin Logout Settings ~ Help +

N serversand viis Repositories Networking Storage Reports and Resources Jobs
B Eﬂ 7 % » r View » | Perspective: [ Virual Machines 1| Z2K P» By 200 &HEEE » r
7 [ Server Pools [Name - |Status  |Tagls) |Event Severity |Server [Max. Memory (MB)Memory (MB)  [Max. Proc
t- BY, FibreChannelTesting &~ BSD-TEST1 Stepping Scott Informational  ovcacn0sr 4086 4086 4 -
- P8 Rack1_ServerPool I BSD_LUN_clon  Stopped Informational  oveacn3or 2048 2048 2
L= ﬂ Sales-Marketing = InteropTest.0 Running Informational  ovcacn08r1 1024 1024 2
b.ﬂ Template-DevTest L= JHM-sgd01 Stopped Bob Informational  ovcacn08rl 4098 4098 8
[m Unassigned Servers B> JK_TestVhDo1 Stopped Informational  ovcacnO&r1 2043 2048 2
[0 Unassigned Virtual Machine % ST_KubeMaster  Stopped Informational 2048 2048 2
2 Confiouration
lot |Disk Type |Name |size (GiB) |Repository |Absolute Path — [M
Virtual Disk vmadisk1 150 Rack1-Reposito... 192.168.40.1:/e. . /T
Virtual Disk kubelet_disk 5.0 Rack1-Reposito... 192.168.40.1:fe... /T
“irtual Disk docker_disk 5.0 Rack1-Reposito... 192.168.40.1:/e. . /T
P x
Pl » j Rows Selected 1
>
@ Job Summary: D 13 Total Jobs 0 Pending a 0 In Progress 0 Failed E 0 Aborted 13 Complete
Description | status |Progress |Message | Timestamp |Duration | Abort
Create Virtual NIC: Template Vnic on VM: ST KubelM... Success May 03, 2019 5:50:59 pm 127ms Abort

Fig 2: Virtual Machine cloned from OL7 Template and edited to add 2 Virtual Disks of 5 GB each

Note: For Step 5 in the blog, you can use one of the 2 Virtual Disks created above as dedicated
storage for Docker filesystem. This is covered in the next section of this paper.

For installations on Oracle Private Cloud at Customer, Oracle Enterprise Manager should be
used for all laaS activities.
Here are the steps to set up Oracle Linux Virtual Machines using EM Self-Service portal

Enterprise Manager
Cloud Control 13c

clouadm

ORACLE
Fig 3: Log in to EM Self Service Portal
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ORACLE’ Enterprise Manager Cioud Control 13c v v * v G) v 'EI' W O\ ; CLOUDADM ¥ ===

R R ta1-vip.us.oracle... E ca-pls2-peai-vip us oracle com
Target Navigation - P
—] Page Refreshed Jul 1, 2019 6:16:00 AM GMT Q
View v
4 g Private Cloud Appliance ca-pls2-pcatl-vip.us.oracle. * ﬂ

CA Rack ca-pls2-peal-vip.us.oracle. com

Oracle VM Manager FLS-PCA
4 {m Compute Nodes

. o *o
» [ llom-oveacnD7ri/ca-pls2-peat-vip.us.o
4 E ilom-ovcacn0B&ri/ca-pls2-pecal-vip.us.o | &
P lveaer
b [ ilom-oveacn View @ Schematic
Open the home page in a new window. -
[ E ilom-ovcacn = Upe page () Photo-Realistic
» E ilom-ovcacn Monitoring 3 O Table
b @ lom-oveacn Diagnostics » Zoom () 100%
» ® 50%
b @ lom-oveacn Control N ®
» E ilom-oveacn Label (® Targst Name
Job Activity N
b | lom-oveacn (O IP Address
» E llom-ovcacn Information Publisher Reports Show [ Temperaturs
» | lom-oveacn Members 3 [J Empty Slot
ilom-oveacn
' E Cracle VM Events Status
» [ Ethemnet Switche
- Start Maintenance Assembly I
» [ Fabric Interconn
» i InfiniBand Switc| Stop Maintenance Template
b Em Management Nc Rediscaver Virtual Server 180
4
Upgrade PXE
Deploy 3 Import Virtual Machine
W ServeT

Fig 4: Choose Deploy -> Assembly to initiate creation of VM from OL assembly

Select a Source Image - Oracle Enterprise Manager
Select a Source Image
4 Search
Image Name
Search
Software E%ftware
Name Imported Library Clorlnapanem Description
Component Version
orou—vre - - - e v
Beneric Fusio. . b 4 v 01
FMW Generic ... v v 0.1 Generic Fusion Middle...
WLS 129 b 4 v 01
X v
Fw v v 01
SimonC_test1 v v 0.1
SimonC-test2 v v 01
UU_wls_12.2... x v 01 User uploaded Assembly
Targets Selected: 1 Mode:Single Select
Select | Cancel

Fig 5: Assembly Deployment: Instance details i select source image, VM name
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Network Selector
Select () System Assigned
® Custom Selection

View v  Search Q
Network Role
Name Network Type Mﬂ::;ﬁgm RSN Description
vm_private_180 Inter-server = v
vm_public_vlan Inter-server - v
mgmi_public_eth Inter-server - v
vm_private_181 Inter-server - v
bob_public_666 Inter-server - v
vm_private Inter-server - v 4
vm_private_79 Inter-server - v Jeff, for Core Bank.
vm_public_333 Inter-server - v 4
Inter-server - v Public network wit_
vm_public_318 Inter-server - v Public network for ..
wm nrivate AN Inter-server - s VM inter-VM for OHI

Columns Hidden 4

OK  Can

Fig 6: Attach the NIC to a network on public VLAN in order to access Internet

Add Storage Device

* Disk Name  docker_disk
* Size (MB) 5120

Shared Disk __
Disk Mode Read-\Write v

* Disk Clone Type  Sparse Allocatior ¥

QOS Priority Class  Not Enabled b4

OK  Cancel

Fig 7: Add 2 storage disks each of 5 GB for setting up Docker and kubelet filesystems
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ORACLE' Enterprise Manager Cloud Control 13¢ CLOUDADM ¥ -o=

© O O (e} L)
Instance Details Network and Agent Deployment Schedule Review
Configuration
Assembiy Deployment : Review o | st S G
4 Target and Component A Schedule
Target Type oracle_vm_server Start Date  Immediately

Target Name  oveacn0ar1
End Date Indefinitely
Source Binary CL7uB Assembly

A D
Guest VM(s)
Component Auto Scalable VM Size Degb}:mem Guesl
Default Minimum Maximun Initial phos
4 ST_KubeMaster
4 OVM_OLTUB_x86_64_PVHVM1 1 1 64 1 % Custom CVM_

OVM_OLTUG_x86_64_PVH

Fig 8: Review and Click Submit to finish

After you see the VM successfully created and started, follow the steps below to configure storage for
Docker and Kubelet filesystems.

2. Configure Storage for Docker (mount at /var/lib/docker)

The docker - engine package includes docker - storage - config utility that can help you to
configure storage correctly for a new Docker deployment. For details, please follow instructions in
Oracle Container Runtime for Docker Userds Gui
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Fig 9: Create a new block device on virtual disk to configure Docker storage

To automatically set up your Docker storage, before installation, run docker - storage - config as
root:

[root@kube - master ~J# docker - storage - config - s btrfs -d
/dev/xvdbl

Creating 'btrfs' file system on: /dev/xvdbl

Substitute /dev/xvdb1 with the path to the block device that you attached as dedicated storage.
This can be verified by looking for the new entry in file /etc/fstab as shown in Figure below.
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Fig 10: /etc/fstab file showing new entry added by docker - storage - config

Finally start the docker service as shown in Step 6 and login to Oracle Container Registry as
shown in Step 7 of the blog.

3. Configure Storage for Kubelet (mount at /var/lib/kubelet)

As per requirements, at least 5 GB of storage volume needs to be mounted at /var/lib/kubelet. We will
use the Virtual Disk created in above step for this purpose
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