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Safe Harbor Statement

The following is intended to outline our general product direction. It is intended for 
information purposes only, and may not be incorporated into any contract. It is not a 
commitment to deliver any material, code, or functionality, and should not be relied upon 
in making purchasing decisions. The development, release, timing,and pricing of any 
ŦŜŀǘǳǊŜǎ ƻǊ ŦǳƴŎǘƛƻƴŀƭƛǘȅ ŘŜǎŎǊƛōŜŘ ŦƻǊ hǊŀŎƭŜΩǎ ǇǊƻŘǳŎǘǎ Ƴŀȅ ŎƘŀƴƎŜ ŀƴŘ ǊŜƳŀƛƴǎ ŀǘ ǘƘŜ 
sole discretion of Oracle Corporation.
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ExadataCloud at Customer Adoption Across Regions
25% Of Fortune Global 100 Companies have adopted Exadata Cloud
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ÅBenefits Of Cloud
ïEliminate the upfront cost

ïEliminates the need to develop 
infrastructure expertise

ïZero Core Minimums, yesreally!

ïAll DB Options included

ïNo yearly support/maintenance fee

ïCompute Elasticity

ÅBenefits Of On-Prem
ïYour data in your data center

ïNo latency or throughput issues

ïRegulations, Corporate Policies, 
Network latency

ïNo cloud expertise needed, Oracle 
builds it for you

ïUse existing skills, retain talent

ïMaintain control of your environment

ïReduce cost using on-prem licenses 
(BYOL)

ïBest database (Oracle) on best 
platform (Exadata)

Exadata Cloud at Customer ςBest Of Both Worlds
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Exadata ςContinuous Innovation
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ÅSmart Scan
ÅInfiniBand Scale-Out

ÅDatabase Aware Flash Cache
ÅStorage Indexes
ÅColumnar Compression

ÅIO Priorities
ÅData Mining Offload
ÅOffload Decrypt on Scans

ÅIn-Memory Fault Tolerance
ÅDirect-to-wire Protocol
ÅJSON and XML offload
ÅInstant failure detection

ÅNetwork Resource Management
ÅMultitenant Aware Resource Mgmt
ÅPrioritized File Recovery

ÅUnified InfiniBand

ÅScale-Out Servers

ÅScale-Out Storage

ÅDB Processors in Storage

ÅPCIe NVMe Flash
ÅTiered Disk/ Flash

ÅSoftware-in-
Silicon

Å3D V-NAND 
Flash

ÅIn-Memory Columnar in Flash
ÅExadata Cloud Service
ÅSmart Fusion Block Transfer

ÅExadata Cloud at Customer
ÅIn-Memory OLTP Acceleration

Dramatically Better 
Performance and Cost

ÅHot Swappable 
Flash

Å25 GigE Client 
Network
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Exadata ςhǊŀŎƭŜΩǎ {ǘǊŀǘŜƎƛŎ /ƭƻǳŘ tƭŀǘŦƻǊƳ

ÅOracle Public Cloud runs on Exadata 

ÅAutonomous Database run exclusivelyon Exadata

ÅAutonomous DW and TP to be available on Cloud at Customer

7
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Journey to Exadata Cloud at Customer
Technical Deep Dive By Lifecycle Phase
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Customer places
ExaCC Order

1 Oracle ships & 
builds cloud

2

Use Case

5

Customer operates 
& Oracle maintains

4

Oracle provisions 
Cloud at Customer

3

ÅHigh level deployment model
ÅPurchase Options and 

Configurations

ÅData Center requirements
ÅNetwork Requirements

ÅUnder the Hood Hardware and 
Software Architecture
ÅDatabase Administration Using 

Cloud Automation
ÅSecurity, Backup / Recovery, MAA

ÅOracle v/s Customer Roles & 
Responsibility Split
ÅUpdate and Maintenance
ÅManageability

ÅVale ςhƴŜ ƻŦ ǘƘŜ ǿƻǊƭŘΩǎ ƭŀǊƎŜǎǘ 
mining companies

Customer places
ExaCC Order

1 Oracle ships & 
builds cloud

2

Oracle provisions 
Cloud at Customer

3

Customer operates 
& Oracle maintains

4
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Customer Places ExaCC Order1

2

3

4

5
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Journey To Exadata Cloud at Customer

Oracle Ships and Builds Cloud

Oracle Provisions Cloud at Customer

Customer Operates and Oracle Maintains

Use Case - Vale
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Step 1: Customer Places ExaCC Order

ÅHigh level deployment model

ÅPurchase Options, Configurations and Sizing

10
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Oracle Cloud Deployed at Customer Data Center

Oracle Cloud Operations 
Infrastructure

Customer Data Center

Installation and
Configuration

Cloud
Operations 

Cloud
Support

Cloud Control Plane
(includes Oracle Advanced 

Support Gateway)

Exadata Cloud 
at Customer

Customer 
Access VPN Tunnel

(SSH, TLS)

Oracle Advanced 
Support Portal

TLS (https)

11

Oracle-provided 
TOR switches

Intranet
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Pricing

ÅTotal Subscription Cost made up of following components
ïFixed Infrastructure Price per month for Base System, Quarter, Half or Full Rack

ïOCPUs are billed at actual usage (no minimum, hourly granularity)
ÁOCPU pricing can be License Included (PaaS) 

Áor BYOL (~20% of PaaS pricing)

ïSubscription must include 1 Control Plane per Data Center and Readiness Service

12
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Licenses Included With PaaS
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All Exadata
DB Machine 
Innovations

All Oracle 
Database 

Innovations

Multitenant

In-Memory DB

Real Application 
Clusters

Active Data Guard

Partitioning

Advanced
Compression

Advanced Security, 
Label Security, DB Vault

Real Application 
Testing

Advanced Analytics, 
Spatial and Graph

Management Packs for
Oracle Database

InfiniBand Fabric

Columnar Flash Cache

HCC

10:1

I/O I/O I/O

Storage Indexes

Hybrid Columnar
Compression

I/O Resource 
Management

Exafusion 
Direct-to-Wire Protocol

Offload SQL to Storage

Network Resource 
Management

In-Memory Fault 
Tolerance

PCI FlashSmart Flash Cache, Log
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BYOL: Leverage On-Premises Licenses with Exadata Cloud

RAC

Partitioning

In-Memory DB

Multitenant
Active Data 

Guard

Legacy On-Premises Infrastructure

Transparent Data Encryption (TDE)
Diagnostics and Tuning Pack
Data Masking and Subsetting Pack
Real Application Testing

14

Free!
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Exadata Cloud at Customer X7 Hardware Infrastructure

Base System* Quarter Rack Half Rack Full Rack

Numberof DB Servers 2 2 4 8

Max Number of OCPUs 44 92 184 368

Total Memory 480 GB 1,440 GB 2,880 GB 5,760 GB

No. of Storage Servers 3 3 6 12

Total Usable Disk Capacity 42 TB 106 TB 212 TB 424 TB

* Base System represents a hardware-version agnostic entry-level SKU for Exadata Cloud

ExaCC X7 also includes 8x 600GB drives for local drive capacity

Å Approx. 1.1TB of local capacity is available for Oracle Homes, per database server

15
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Sizing

ÅCompute
ïIdentify typical and peak OCPU requirements based on workload

ïTake advantage of cloud elasticity for OCPU expansion and contraction

ÅStorage
ïIdentify capacity, IO and throughput requirements

ïMap to one best fit starting size
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Sizing Example

Base System* Quarter Rack Half Rack Full Rack

Numberof DB Servers 2 2 4 8

Max Number of OCPUs 44 92 184 368

Total Memory 480 GB 1,440 GB 2,880 GB 5,760 GB

No. of Storage Servers 3 3 6 12

Total Usable Disk Capacity 42 TB 106 TB 212 TB 424 TB

17

ÅExample
ï72 OCPUs steady-state, 136 OCPUs maximum

ï140 TB storage capacity

ïExaCC Half Rack
ÁBased on OCPUs and storage capacity

ÁSubscribe only the steady-state OCPUs, burst when needed to peak and burst down
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Journey To Exadata Cloud at Customer

Customer Places ExaCC Order

Oracle Ships and Builds Cloud

Oracle Provisions Cloud at Customer

Customer Operates and Oracle Maintains

Use Case - Vale

1

2

3

4

5
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Step 2: Oracle Ships and Builds Cloud

ÅData Center requirements

ÅNetwork Requirements

19
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Power

Internet

Oracle Cloud At Customer ςData Center Requirements

Oracle
Cloud

Operations

Required Data Center
Network Infrastructure

NTPDNS

10GbE

Space, 
Cooling

1

2

3 IP Pools: subnets routed to OCC/ExaCC

Required for 
Hardware Installation

20

Layer 3 Networking is required

SMTP

Oracle Cloud At Customer
Exadata Cloud At Customer

Default:
Connected Mode

Oracle Advanced 
Support Gateway 

(OASG)

Connectivity for
Cloud Ops Access via 

OASG

4

Customer Data Center

Cloud At Customer

IP Subnets
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Networking Considerations for Cloud At Customer

21

ωHow many Applications to be deployed?

ωHow many VM clusters, how many routers 
connecting to Oracle cloud

IP Subnet 
Requirements

ωWhat throughput is required?

ωPlanning to provision for peak usage?

Bandwidth 
Provisioning

ω10Gb/40Gb ports availability

ωCable Length, patch panel, access switch

Physical 
Connectivity
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Multiple upstream routers

ÅOne pair of upstream routers: 
ïThe most common deployment is to use the same upstream routers 

for all the network traffic

ÅTwo or multiple pairs of upstream routers: 
ïThis relates to the separation of network paths, typically this would 

be the case for access to Exadata Cloud at Customer (ExaCC) 
databases vs database backup traffic from ExaCC. This requires to 
provide ports on another pair of upstream routers  

ÅToRUplinks are either connected to the router for Client Access or the 
router for Backup

ÅThe Client access router is the default egress route for C@C ToRand a 
subnet for the backup network have to be provided to set up routes 
accordingly on C@C ToR

22

Backup
server

Client Access 
Upstream 

router

Core 
Upstream 
router

Backup 
Upstream 
router

C@C ToR

C@C ToR
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Connecting to multiple upstream router pairs

ÅConnecting to multiple upstream routers requires 
MPO-4LC connected to a patch panel or L2 switches 
before reaching the routers

ÅLC cables from each MPO-4LC are connected to each 
routers through L2 switches or patch panel

ïThe split is determined by the required throughput

ïexample: each MPO-4LC have 3 LC cables connected to Client 
router and 1 LC cable connected to backup

ÅThis can be achieved with MPO-MPO cables with L2 
switches where the QSFP+ ports are channelized into 
4x 10Gbps ports

ÅMax 4 upstream routers or VRF can be connected to 
Cloud At Customer

23

QSFP+ ports
C@C ToR
switches

Client 
router

MPO-4LC cables

ExaCC1OCC1 (CP)

OASG

Client network

Backup 
router

Backup network

Leaf switches (L2)

QSFP+ ports
C@C ToR
switches

Client 
router

MPO-4LC cables

ExaCC1OCC1 (CP)

OASG

Client network

Patch panel

Backup 
router

Backup network


