f ORACLE
OPEN

ExadateCloud atCustomer ke
TechnicaDeep Dive

Manish Shah
Sr.Principal Product Manager
Oracle Corporation

DanielPedrozo
IT Project Leader
VALE

October 23, 2018

ORACLE

Copyright ©2018 Oracle and/or its affiliates. All rights reserved. |



Safe Harbor Statement

The following is intended to outline our general product direction. It is intended for
Information purposes only, and may not be incorporated into any contract. It is not a
commitment to deliver any material, code, or functionality, and should not be relied upo
In making purchasing decisions. The development, release, t @tmggrlcmg of any
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sole discretion of Oracle Corporation.
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ExadataCloudat Customer Adoption Across Regions
25% Of Fortune Global 100 Companies have adopted Exadata Cloud
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Exadata Cloudt Customer Best Of Both Worlds

ABenefits Of Cloud

I Eliminate theupfront cost

I Eliminateghe needto develop
Infrastructureexpertise

I Zero Core Minimumg/esreally!

I AllDB Optionsncluded

I No yearly support/maintenanckee
I Compute Elasticity

ORACLE’

ABenefits Of OfPrem

I Your data in your data center
No latency or throughput issues

Regulations, Corporate Policies,
Network latency

No cloud expertise needed, Oracle
builds it for you

Use existing skills, retain talent
Maintain control of your environment

Reduce cost using gorem licenses
(BYOL)

Best database (Oracle) on best
platform (Exadata)
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Exadatac Continuous Innovation

——— AExadata Cloud at Customer
: T Aln-Memory OLTP Acceleration
DramatICa”y Better Aln-Memory Columnar in Flash
AExadata Cloud Service ps
Performance and Cost ASmart Fusion Block Transfer " 4 -
Aln-Memory Fault Tolerance AHot Swappable™
ADirectto-wire Protocol Flash  ¢*
AJSON and XML offload A25 GIigE Client™
Alnstant failure detection Network "
ANetwork Resource Management A3D VUNAND
AMultitenant Aware Resource Mgmt Flash
\Na(e él[? Priorities APrioritizedFile Recovery :Z‘gi?ifé\(/)vr?reln-
X ata Mining Offload : :
ok ot AOffload Decrypt on Scans ATiered Disk/ Flash
¢@" " ADatabase Aware Flash Cache APCle NVMe Flash
AStorage Indexes AUnified InfiniBand
AS AColumnar Compression _F
mart Scan e ADB Processors in Storage "

AlnfiniBand Scal®ut Y- 5
3(6\“‘ AScaleOut Storage x‘g’i@p :

3“'\)‘ &
(V" AScaleOut Servers "
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Exadatch NJ Of SQa { UGN} 0S3IAO [/ ¢
AQOracle Public Cloud runs on Exadata

AAutonomous Database ruexclusivelyon Exadata

AAutonomous DW and TP to be availabieCloud atCustomer
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Journeyto Exadata Cloud at Customer
Technical Deep Dive By Lifecycle Phase

AValechy S 2F G(KS 62NI RQA
mining companies
Customer operate
; & Oracle maintaing

Oracle provision
Cloud at Customer

Oracle ships &
builds cloud

Customer place
ExaCC Order
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Journey To Exadata Cloud at Customer

B» Customer Places ExaCC Order
Oracle Ships and Builds Cloud
Oracle Provisions Cloud at Customer
Customer Operates and Oracle Maintains

Use CaseVale
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Step 1. Customdrlaces ExaQQrder

AHigh level deployment model
APurchaseOptions, Configurations and Sizing
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Oracle Cloud Deployed at Customer Data Center

Ne®
A"
Customel

Access

Intranet < ————— )

/ Oracleprovided
: TOR switches

Exadata Cloud Cloud Control PI
{Customer

~

\

TLS (https)

»

ane
(includes Oracle Advance
Support Gateway)

\ Customer Data Center /

ORACLE’

n
»

VPN Tunnel
(SSH, TLS)

Oracle Cloud Operationa
Infrastructure

Cloud
Operations
— Installation and S%g);grt
adnd * Configuration /
R E I

Oracle Advanced
. Support Portal
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Pricing

ATotal Subscription Cost made up of following components
I Fixed Infrastructure Price per month for Base System, Quarter, Half or Full Rack

I OCPUs are billed at actual usage (no minimum, hourly granularity)
AOCPU pricing can be License Included (PgaS)
[Aor BYOL (~20% of PaaS priging i
I Subscription must includéControl Plane per Dat@enter and Readiness Service
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Licenses Included With PaaS

Offload SQL to Storage m
InfiniBand Fabric
Smart Flash Cache, Lom

Storage Indexes =I

&E Multitenant
Eiaa In-Memory DB

W Real Application
Clusters

'! Active Data Guard

Partitioning All O Xada.'ta Columnar Flash Cache E [ﬂ E
Advanced Datd fichine Hybrid Col
. ybrid Columnar

:' Compression InNov ations  compression 1!;3@.
@+  Advanced Security, /O Resource "

T Label Security, DB Vault Management ] 5] &)

N Real Application Network Resource o o
\° ) Testin g Man ageme nt S ———

- aaa: | Advanced Analytics, In-Memory Fault
~k# k| Spatial and Graph Tolerance

: Management Packs for e == Exafusion
= Oracle Database I | Directto-Wire Protocol m
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BYOL: Leverage @memises Licenses with Exadata Cloud

w Active Data
Guard

Partitioning

In-Memory DB

Fred

TransparenData Encryption (TDE)
Diagnostics and Tuning Pack

Data Masking and Subsetting Pack
Legacy O#Premises Infrastructure Real Application Testing
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Exadata Cloud at Customer X7 Hardware Infrastructure
_

Numberof DB Servers

Max Number of OCPUs 44 92 184 368
Total Memory 480 GB 1,440 GB 2,880 GB 5,760 GB
No. of Storage Servers 3 3 6 12
Total Usable Disk Capacit 42 TB 106 TB 212 TB 424 TB

* Base System represents a hardwasssion agnostic entrevel SKU for Exadata Cloud

ExaCC X7 also includes 8x 600GB drives for local drive capacity
A Approx. 1.1TB of local capacity is available for Oracle Homes, per database server

ORACI_E Copyright ©2018,0Oracle and/or its affiliates. All rights reserved. | 15



Sizing

ACompute
I ldentify typical and peak OCPU requirements based on workload
| Take advantage of cloud elasticity for OCPU expansion and contraction

AStorage
I ldentify capacity, 10 and throughpregquirements
I Map to one best fit starting size
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Sizing Example

AExample
I 72 OCPUsteadystate,136 OCPUs maximum
I 140 TB storage capacity

I ExaCC Half Rack

ABased orOCPUsind storagecapacity
ASubscribe only the steaetate OCPUSs, burst when needed to peak and burst down

_ Base System? Quarter Rack Full Rack

Half Rack

Numberof DB Servers 2 2 8
Max Number of OCPUs 44 92 368
Total Memory 480 GB 1,440 GB 2,880 GB 5,760 GB
No. of Storage Servers 3 3 6 12
Total Usable Disk Capacit 42 TB 106 TB 212 TB 424 TB
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Journey To Exadata Cloud at Customer

EB» Oracle Ships and Builds Cloud
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Step 2: Oracl&hips and Builds Cloud

A Data Center requirements
A Network Requirements
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| ot ot
Oracle Cloud At CustomeiData Center Requirements

Layer 3 Networking is required m
° IP Pools: subnets routed to OCC/ExaCC

Oracle
Cloud
Operations

Connectivity for
Cloud Ops Access via
OASG

Required Data Center
Network Infrastructure

Cloud At Customer

Required for
Hardware Installation
Space,
Cooling Customer Data Center
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Networking Considerationter Cloud At Customer

IPSubnet wHow many Applications to be deployed?
Requirements

wHow many VM clusters, how many routers
connecting to Oracle cloud

Bandwidth e throughput is required?
Provisioning wPlanning to provision for peak usage?

Physical w10Gb/40Gb ports availability
C()nnectivity wCableLength, patch panel, access switch

Q ®
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Multiple upstream routers

i Core
SFRld Upstream
palaP router

I

Sy C@CTOR

Upstream Upstream
router router

9 Backup
H server
Client Acceé Backup

iy C@CIoR

ORACLE’

AOne pair of upstream routers:

I The most common deployment is to use the same upstream routers
for all the network traffic

ATwo or multiple pairs of upstream routers:

I This relates to the separation of network paths, typically this would
be the case for access to Exadata Cloud at CustdaxaCQC
databases vs database backup traffic fremaCCThis requires to
provide ports on another pair of upstream routers

A ToRUplinks are either connected to the router for Client Access or the
router for Backup

A The Client access router is the default egress route for Ta@®énd a
subnet for the backup network have to be provided to set up routes
accordingly on C@®R
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Connecting to multiple upstream router pairs

[ Client network | | Backup network |

Backu
router

Leaf switches (L2)

QSFP+ ports
C@CIoR
switches

X

OCC1 %CPi ExaCCl

| Client network | | Backup network |

Backu
router

Client
router iy

A Connecting to multiple upstream routers requires
MPQG4LC connected to a patch panel or L2 switches
before reaching the routers

A LC cables from each MPADC are connected to each
Patch pane) routers through L2 switches or patch panel

>< I The split is determined by the required throughput

MPG4LC cable:

I example: each MPQLC have 3 LC cables connected to Client
router and 1 LC cable connected to backup

QSFP+ ports

Sches A This can be achieved with MR@PO cables with L2
T switches where the QSFP+ ports are channelized intc
4x 10Gbps ports
X

A Max 4 upstream routers or VRF can be connected to
Cloud At Customer

OCC1 (CP) ExaCC1
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