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Product Overview

Oracle Enterprise Manager rise |3 madaganeht prédsictlinenance gr at ed ent
provides t he cdampletauckoudilifgcgce ménagment solution. Oracle Enterprise

Manager 0s -DHversIT Ma@ageament capabilities allow you to quickly set up, manage

and support enterprise clouds and traditional Oracle IT environments from applications to disk.

Enterprise Manager allows customers to achieve:

1 Best service levels for traditional and cloud applications through management from a
business perspective including Oracle Fusion Applications

1 Maximum return on IT management investment through the best solutions for intelligent
management of the Oracle stack and engineered systems

1 Unmatched customer support experience throughreal-t i me i ntegration of Oracl eb
knowledgebase with each customer environment

Introduction

With Enterprise Manager Cloud Control, Oraattaken ainique approach to systems management
allowingorganizations to deploy a single vath a tightly integtted set of features to manage all tiers
in the datacenter as well as the entire lifecycle of applidjiarssngCloud Contrglorganizations

are able to lower the cost of managing applications while at the salmartatieallymproving

guality ofservice.

Becausef thisuniqueapproach to systems managent@otid Controlsfar more critical in the data
center than the other management toalsate typically found. AschHigh Availabilithas

becomea key requirement for maBloud Controtleployments abé impact odCloud Control

outagds much more significant when comparddd® ofa pointsolutiontool. Withoutaccess to

Cloud Contrgladministratorare left unaware of the health of their business critical applications and
are als unable tauindertakenany of their dato-daytasks

A Cloud Control deployment includeside variety of componen&ad in ahighy-available

installatioreach must be considerddhis presents a number of possibilities for the overall

deployment ardtecture for a highly available implementafidris whitepaper will detdite steps

required tesetupa highly availab@oud Control irm Maximum Availability Architecture (MAA)

Level 3configuration The configuration outlined ensures that perfarenand availability are

maintained, while keepiomsts containedl he steps include a numbébest practice
recommendatiorend are sequenced in such a way that the overall number of deployment steps and
reconfigurationg/hile building theonfiguratio arekept to a minimm. The setup steptsomake
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use ofautomated processeBere possible, thigtherreducing the time taken to setup Cloud
Control andminimizingthe risk of human error

Cloud Control Architecture

Cloud Controprovides a centrabmt for monitoring and administration in the data center. To
achieve this, @ollects information from a variety of distributed componentoasdlidates it ia
centralizedepository These components must all work in harmony for the Cloud Cxystierin to
operate correctlfhe componentand information flowmvolvedin collecting, processing and
presenting this informati@me as follows:

1 Oracle ManagementAgents (Agents) d The Oracle Management Agéna software component
that is installedroevey monitored bst in the enterprisédgentscollect information from the
targetsunning on the hostnd send this informatidéo the Oracle Management Ser(@eS)
Agensalso perform operations against the targets on be@#iuof Controlises. There are
many different types of targets that Cloud Control can manage. Examples include Host, Database,
Listener, ASM, WebLogic Server, Service Bus and Fusion Applications components

1 Oracle ManagementService(OMS) & The Oracle Management Servited<entratomponent
in Cloud Control. It is the component with which thikocomponents interact (see Figlre 1
The OMS is deployed on WebLogic Seamndmust be available ander for the agésito upload
dataand for administrators to accegs®@oud Control console.

1 Oracle Management Repository (Repositohyd The Oracle Management Repository is used as a
persistent data store. Examples of the information storedépas@oryinclude user information,
job definitions, monitoring and alegtisettings and all configuration and monitoring data related to
targets. The OM&pends on the repository being available, and as such Cloud@umitaiun
if the repositoryis unavailable.

1 Oracle Software Librany®d The Software Library is a fildeys repository that stores software
entities such as software patches, virtual appliance images, reference gold images, application
software, and their associated directive scripts. The software hloysiesd by the OMS and is
used extensileby the Cloud Controframework for features such as-gptfate and ageptish.

1 Consoled The Consolés a browsebasedveb application that is the main user interface for Cloud
Control. This console allows the administrator to monitor, manage and reperCbouid Control
targets that have been setup.

1 Enterprise Manager Command Line Interface (EMCLI)d EMCLI allows users to access Cloud
Control functionality either interactively from a command line, or as part of a script. This allows
Cloud Controbperatbns to be integrated with complex busipessesses without user interaction
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Figure L Cloud Control Key Components
Implementation of a Level 3 MAA Setup

There are many differesunfiguration options available and théeletermine the availability
provided by th€loud Controbystem.When architecting a highly available Cloud Control
implementatiom;onsideratioshould be giveto each tier as all tiers need to be availafile/ork in
concertfor the system to funoti as a whole

To simplify the design of highly available Cloud Control implementatiasic configuration levels

are described in ti@oud @ntrol documentation. Theée&onfigurationstart at Level 1 and

progresses through to Level 4, \gétthlevel providngincreasedvailabilityver the previousne

Level 1 provides the least protection against planned or unplanned outages as there is just a single
OMS and a single databas®l no redundant components are config@educh,dilure of ¢her

the OMS or the Repositomould result in the system being uifavia until such a time that the
componentould be recoveredin contrast to thid,evel 4provides a significantly higher level of
protection which is made possible with the usslofdant components installed across multiple
physical locations.The levels of availability are briefly summarized in the table below:

Level | Sites Description Load
Balancer
Requirements

1 Single Site OMS and Repository hosts configured on a single site. Each resides None

on their own host with no failover.

2 Single Site Pair of OMSs installed in active/passive mode on shared storage with None
VIP based failover.

Repository hosts configured with Local Physical Standby Database.

3 Single Site Multiple OMSs deployed in Active/Active configuration with a Server Local Load
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Load Balancer (SLB) Balancer
RAC primary database

RAC Physical Standby Database on same site as primary database

4 Multi Site Active components deployed at primary site. Required: Local

. . . . ) . . Load Balancer for
Primary OMS in Active/Active configuration with a Server Load

each site
Balancer (SLB)

) Optional: Global
RAC Primary Database

Load Balancer

All standby components are deployed on standby site in passive
mode. Components on standby site are only activated after

switchover/failover.
Multiple standby OMSs configured with a Server Load Balancer (SLB)

RAC Physical Standby Database

This document will describe the implementation efal 3 MAA setup. This offers a very high level
of protection within a single site.

The followingdiagram outliness Level 3 configuratio\s illustrated his configuratiomomprises
multiple Managemergiervicesaccessed throughomalserver loadbalancer (SLEnd a Rpository
database that uses Ord&dbal Application Cluster®racle recommends thhetRepository and any
active OMSs are located in close proximity to one another asdhleteasy between the OMS and
Repository tiers will impact the overall performance of Cloud CadkdralLeveB configuration has
multipleactiveOMS and Rpository serveisprovides continuous availability when either a database
host or OMS host fails. Furthermad,evel 2onfiguratiorutilizesa Data Guard standby database.
The standby database offaxst@ction for the database tier in the event that the database storage
should fail.

It should be noted thatlavel 3 configuration does not protect against site failure. If protection
against site failure is required a Level 4 setup shoolusinere.
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Figure 2: Cloud Control Level 3 MAA Deployment

For more information regarding the various levels of availability refer to the Enterprisel\taniage
Control documentation.

Cloud Control Infrastructure

The hardware used tetgp this Cloud Control installation is as follows:

2 node Linux Clustéor Primary repository DB

2 node Linux Cluster for Standbpository DB

2 Linux servers for OMS

F5 SLB

= =4 4 4 -

NFS storage server for Software Library
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The steps for building the above agunfation are outlingd the following flowchart:

Prepare for Installation

)

Install Primary OMS

1

Configure SLB

| ]

Add Repository Targets

1

Configure Software Library

| |

Add Second OMS

| |

Create Standby Database

|

Convert Standby Database to RAC

Preparing for Cloud Control Installation

Prior to implementation, some prerequisite steps must be done on the OMS and Repository nodes.
These steps are outlined below

Prepare Database Clusters

The first step that should be taken prior to a LeR&& Control implementationtiise
configuration of the Primary and Standby database cliibieiastructios in this document assume
that primary andandby clusters have alreaggrbconfigured

A Level 3 setup provisions a standby cluster on the same site as the primary cluster. The standby
cluster provides protection against failure of the entire primary database cluster. By configuring the
standby database environment onticlel hardware to the primary environment, it is possible to run
Cloud Control at full capacity in the event of a failover to the standby.

Weconfigured 2 clusters as follows:
1 Primary and Standbiusters bothunning Oracle Enterprise Linux 5.6 (88%

9 Oracle Clusterware 11g Release 2 (11.2) binaries installed and configured on primary and
standbyclusters

9 Oracle Database 11g Release 2 (11.2) binaries installed on primary anhistarsdby
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SCAN listeners configured on Primary and Standby clusters
Primary system nametemrepl and emrep@mingcluster emrepl

Standby system nanség€mrepsl and emred®2mingcluster emrepd

=A =4 4 -4

As per Oracle Best Practice,Bnienary and Standbjustersvereeachconfigured with ASM
disks forsharedlatabase staya

1T 6DATAS6 (Data) and O6FRAD® ( FwesdonfifUedand ery Ar ea)
availablen the Primary and Standby cluste#s per Oracle Best Practice, these
configured with EXTERNAL redundancy as the underlying storage hardware supports
redundancy

Oracle database 11gR&s used disallows for the use of the Single Client Access Name (SCAN) for
client connectiondf possible, it is recommended to uS€ANaddresss it allows for the addition
and removal adatabase clusteodes withoureconfiguration of the OMS database connections.

For more information on Single Client Access Name referQuable Database 11g Release 2 Real
Application Clusters Administratiand Deployment Guide

Prepare Repository Database

During the installation of Cloud Control the installer will prompt the user to specify a db@base

used as th€loud Controtepository.If your planned configuration uses alRdatabase as a

reposiory, it is recommended to create your RAC database prior to the installation of Cloud Control.
This approachas opposed to installing using a single instance database and then converting to RAC
helps to reduce the overall steps and time taken ttetethg configuration.

We created @atabast be used as the primary Cloud Control repositotitye primary database
cluster withthe nameéemre® This database consisted of the emrepl and emrep2 instances. The
datafiles, redologs and controlfilese placednthed D A TsBafedASM diskgroup.

In addition to meeting the requirements specified in the Enterprise Manager Cloud Control Basic
Installation Guide, we configured the database in ARCHIVELOG modeabied Flashback

Databaselt is recommeded that these options are enabled when the database is created as by doing
soit is possible tavoid having to reconfigure the database when casadinganaging tt&tandby

Database later on.

For further informatiomnd recommendations the preregsites for creating the repository database
on RAC refer to the following documentation:

9 Clusterware Administration and Deployment Guide

Real Application Clusters Administration and Deployment Guide

Automatic Storage Management Administsafride

Enterprise Manager Cloud Control Basic Installation Guide

1l
1
1l
i Oracle Enterprise Manager Cloudi@al 12c¢ Sizing Guidelines



http://docs.oracle.com/cd/E11882_01/rac.112/e16795/toc.htm
http://docs.oracle.com/cd/E11882_01/rac.112/e16795/toc.htm
http://www.oracle.com/pls/db112/to_toc?pathname=rac.112/e16794/toc.htm
http://www.oracle.com/pls/db112/to_toc?pathname=rac.112/e16795/toc.htm
http://www.oracle.com/pls/db112/to_toc?pathname=server.112/e18951/toc.htm
http://docs.oracle.com/cd/E24628_01/install.121/e22624/toc.htm
http://www.oracle.com/technetwork/oem/framework-infra/em12c-sizing-1590739.pdf
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Prepare OMS Nodes

The final step that we needed to complete prior to installing the Cloud Control software was to
prepare the OMS nodes.

When creating highly available OMS tier, more than one managemeninsastiieeconfigred.
Wehad a pair dfinuxservers that would be used as OMS seffieese were configured as follows:

1 Both servers running Oracle Enterprise Linux 5.66486
1 System nam&gereomsl and oms2
1 An NFS location accessible from both sewassonfigurel and mounted as¢12_SWib

For full details of the requirements for the OMS sedenteeprise Manager Cloud Control Basic
Installation Guide

Following the successful preparatibthe database clusters and OMS nodes, the installation of Cloud
Controlcouldbe started using the Oracle Installer.

Step 1: Install Cloud Control on primary OMS server

The Cloud Control installatishould bestartedrom the first node thatill beconfigurel as an OMS
server.

In our example, we staged the installation media and started theoimstedlaoshamed omsiWe
chose to create a newté&rprise Manager System usidgaficed installation. The Middleware Home
was specified as /u01/Mitware which was an empty directory on the OMS host:

= Oracle Enterprise Manager Cloud Control 12c Installation - Step 4 of 12

Install Types ORACLE Enterprise Manager C

2| Create a new Enterprise Manager System
Simple
\:. Prerequisite Checks » Advanced
I

§ Install Types Upgrade an existing Enterprise Manager System

v Select Plug-ins

S

1§

Install software only

{Installs Software Bits now, configuration or upgrade can be done later)

Middleware Home Location | /u01,/Middleware ~ | Brow

In Step 5 in the installerewhose not to install any additional-plegt this time.

In Step 6 w specified passwords for the WebLogic Domain and Node Manager
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= Oracle Enterprise Manager Cloud Control 12c Installation - Step 6 of 12

WebLogic Server Configuration Details ORACLE Enterprise Manage

WebLogic Domain Name cChomain
WebLogic User Name wehlogic
WebLogic Password eesesess
Confirm Password ssssssss
Select Plug-ins
Node Manager User Name pogemanager
WebLogic Server Configuratio

Mode Manager Password (essssess
Database Connection Details

€O

Confirm Password (essesess|

OMS Instance Base Location | /u01/Middleware fgc_inst Brow

In Step 7 w provided the logieredentials for the repository database that we crgéeshecified
one of the database t®oand specified the service/38 e mr e p 0 .

= Oracle Enterprise Manager Cloud Control 12c Installation - Step 7 of 12

Database Connection Details ORACILE Enterprise Man

Database Host Mame |emrepl.example.com
Fort [1521
SQWiCEJ"S”:) EMrep

5YS Password (sessssss

Wl ] mtim ©omamsimin e i e

Tip: Entering a cluster databasstance in Stepwill prompt for the modification of the database

connect strig. If using Oracle Database 11dfR® recommended &pecify a connect string that

uses the SCAN address when prompted. By using the SCAN address to connect to the database it is
possible for nodes to be added and removed from the RAC clusterhaitfmogito subsequently

change the connect string that the OMSs use.

As we are using a cluster database on Oracle Database 11g Release 2, we modified the connect string
to specify the SCAN address as follows:

(DESCRIPTION =
(ADDRESS = (PROTOCOL = TCP)(HOST =emrep - cl - scan.example.com)(PORT = 1521))
(CONNECT_DATA =
(SERVER = DEDICATED)
(SERVICE_NAME = emrep)
)

For the repository configation details Step 9we specified the previously creatsi diskgroup
as the location for the Management Tablegpanéguration Data Tablespace and JVM Diagnostics
Data Tablespace.

10
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O Oracle Enterprise Manager Cloud Control 12c Installation - Step 9 of 13

Repository Configuration Details ORACL.E Enterprise Manager Cloud Cc

SYSMAN Password eeeseeee
Confirm Password o*oooo.n
Registration Password eesesese

Confirm Password eeeeesee

Management Tablespace |+DATA/« wu /datafile/mgmt.dbf
v Configuration Data Tablespace +DATA/« ww  /datafile/mgmt_ecm_depotl.dbf
{, Database Connection Details JVM Diagnostics Data Tablespace +DATA/« b = /datafile/mgmt_ad4j.dbf
T Repository Configuration Det: Reset to Default

Dawt Canfinnestinmg Narailes

Whenprompted to specithe portsfor this OMSijt is recommendeid specify portthatare also
free onother servesthat will be used as OM8sts Thishelps tesimplify the load tencer setup
later on.

In Step 10, @ configured grtsas followsluring the installation process

Oracle Enterprise Manager Cloud Control 12c Installation - Step 10 of 13

Port Configuration Details ORACILE Enterprise Manager Cloud Control 12¢

Configuration of the Enterprise Manager system requires the allocation of several ports to facilitate
internal communication between system components as well as to provide access to the console viaa
browser. The table below contains the ports that will be allocated, along with the recommended port
ranges, for each component. By default, the first available port in the specified port range has been

chosen.
Import staticports.ini file..
ST
Component Mame Recommended Port Range Fort
I Enterprise Manager Upload Http Port 4889-4898 4889
] Enterprise Manager Upload Http S5L Port 1159,4899-45808 4900
I Enterprise Manager Central Console Hitp S5L Port 7799-7809 7799
¢ e (i M FITET Mode Manager Http S5L Port 7401-7500 7403
! Managed Server Http Port F201-7300 T202
@ Port Configuration Details Enterprise Manager Central Console Http Port 7788-7798 7788
| Review Oracle Management Agent Port 3872,1830-1848 3872
T Admin Server Http S5L Port 7101-7200 7101
] Managed Server Http S5L Port 7301-7400 7301

Of these ports, the following are relevant for the SLB configuration later on:
1 Enterprise Manager Upload HTTP P48&39
1 Enterprise Manager Upload HTTR.$8rt:4900
1 Enterprise Manager Central Console HTTP P88
1 Enterprise Manager Central Console HTTP SSL7RP68:

Upon successfullgompleting the installation a summary screen describing how to adCesdthe
Controlinstallatioris presented Theinformation presented on this screkauld be noted

11
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Immediately following the installation itigal OMS configuratioshould be verifieth determine
the configuration details such as security setup, ports used and load balancer setup.

This can be dweby issuing théemctl status ontkletail® command from the OMS server

$ ./emctl status oms - details

Oracle Enterprise Manager Cloud Control 12¢ Release 12.1.0.1.0
Copyright (c) 1996, 2011 Oracle Corporation. All rights reserved.
Enter Enterprise Mana ger Root (SYSMAN) Password :
Console Server Host : omsl.example.com

HTTP Console Port : 7788

HTTPS Console Port : 7799

HTTP Upload Port : 4889

HTTPS Upload Port : 4900

OMS is not configured with SLB or virtual hostname
Agent Upload is locked.

OMS Console is locked.

Active CAID: 1
Console URL: https:// omsl.example.com : 7799 /em
Upload URL: https://lomsl.example.com :4900/empbs/upload

WLS Domain Information
Domain Name : GCDomain
Admin Server Host: oms1

Managed Server Information
Managed Server  Instance Name: EMGC_OMS1
Managed Server Instance Host: omsl.example.com

The OMS application trafficcludes brows&dMS traffic (ie. the browser traffic created by users
accessing Cloud Control) and agaviS traffic (ie. the traffic created by the agepibading their
data to the OMS). Both broweKS traffic and age@MS trafficcan be configuceto use either
HTTP or HTTPS.

To ensure secure communication between Cloud Control components, it is recommended to use
HTTPS for all agef®MS and browsedMS traffic.

Theoutput abovehows that Agent Upload and OM®sple ports are already loglkeditherefore
using HTTPS. As this is the casdurther action needs to be taken hiralso shows that the

OMS is not currently configured with an StBiual hosthameThe Console and Upload URLs
indicate that the application is accedisedtly through the physical host that the OMS was installed
on (oms1)

It is recommended that thepository connect string that is used by the OMS to contleet to
database senisccheckedi si ng t he 0 @nmcgtl_rceomds gdeotmsi | s6 command

$ ./emctl config oms - list_repos_details
Oracle Enterprise Manager Cloud Control 12¢ Release 12.1.0.1.0
Copyright (c) 1996, 2011 Oracle Corporation. All rights reserv ed.

12
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Repository Connect Descriptor :
(DESCRIPTION=(ADDRESS_LIST=(ADDRESS=(PROTOCOL=TCP)(HOSTemrep- cl -
scan.example.com )(PORT=1521))) (CONNECT_DATA=(SERVICE_NAMEmrep)))
Repository User : SYSMAN

The above output shows that the SCAN address specifieditifimigal OMS install is being used.

Final verificatiothat theOMSis operating correcttyn be donby logging in t&€loud Contral In
our case we used the following URL:

https://omsl.example.com:779%ie

After Step 1the Cloud Control topology is as follows:

P
2

Primary Agent

(active) oms1

<§ &:} € e
= g Console

EMCLI

Repository Tier OMS Tier Client Tier
Figure 3. Cloud Control Topology After Installation of First OMS

As shown in the diagram above, the Repository tier is protected from node failure with the use of
RAC, rowever if the OMS node is lost then the application will be unavailable until such a time that it
can be recovered.

Step 2: Configure the Server Load Balancer (SLB)

As shown abovehé install of the first OM&nfigures the system so ttiat Cloud Contrdausers

and agentsonnecdirectly to the OMS using its physical hostname. In a highly available Cloud
Control configuratiommultiple OMS serveasepresenand users and agshbuldconnect to the
OMSsviaa load balancer which is able to diredidtafavailable management isesv

SLBconfiguration should be doimemediately after installing the first OMS

Our SLB wasn F5 BIGIP Local Traffic Manager running 11.1.0, Build 1943.0 R&alr OMS is
configurednlyfor secure console and agudl traffic, we only needto configure the Secure Upload
and Secure Console services on the SLB.

13
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SLB setup consistedl configuring:
1 Health Monitors
1 TCP Profiles
1 Pools
1 Persistence Profile (Console service only)
1 Virtual Servers

We also registered thetwal servelP address and hostnatoens.example.com) in the DNS servers,
so that client requests could reference the hostname rather than the IP address.

The table belosummarizethe F5 objects that were created durin@tifesetup:

CLOUD CONTROL TCP MONITOR LOAD VIRTUAL SERVER VIRTUAL SERVER
SERVICE PORT NAME PERSISTENCE POOL NAME BALANCING NAME PORT

Secure Upload 4900 mon_ccsu4900  None pool_ccsu4900 Round Robin vs_ccsu4900 4900

Secure Console 7799 mon_ccsc7799  Source IP pool_ccsc7799 Round Robin vs_ccsc443 443

Step 2.1: Create Health Monitors

Health Monitors check the status of a service on an ongoing basis, at a set interval. If the service being
checked does not respond within a specified timeout period, or the status of the serviceahdicates th

the performance has degraded, the system automatically takes it out of the pool and will choose other
members of the pool.

The Health Monitors were configured using the settings in the table below:

CLOUD Tcp

CONTROL MONITOR NAME TYPE INTERVAL TIMEOUT SEND STRING RECEIVE STRING

PORT
SERVICE
Secure 7799 mon_ccsc7799 https 5 16 GET /em/console/home lem/login.jsp
Console HTTP/1.1\r\nHost:

\\nConnection: Close \r\n\r\n

Secure 4900 mon_ccsu4900 https 60 181 GET /empbs/upload \r\n Http Receiver Servlet
Upload active!

Step 2.2 Create TCP Profiles
TCP Profiles are createdctintrol the behavior of Cloud Control traffic.

We createtivo TCP Profiles, one for the Secure Console service and one for the Secure Upload
service.

These were createtith thedefault sttings for a TCP Profile.

14
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Lol Traffic » Profiles : Protocod : TCP «» Mew TCP Profli...

Ganeral Proparties
Name fop_oosaTToe
Farent Proflie [xcp w

Sattings {:us-l\:mI:l
Reset On Timeout = Fi
Time Wak Recpoke Eratied O

Figure 4: Creating the TCP Profile for Secure Console

Step 2.3 Create Pools

A poolis a set of servers grouped together to receive traffic on a specific TCP port using a load
balancing method. Each poah have its own unique characteristic for a persistence definition and
the loaebalancing algorithm used. The preferred setting of the load balance algorithm for all Cloud
Control pools is Least Connections (Member).

We created pools on the load balaasdollows:

CLOUD ASSOCIATED HEALTH

CONTROL POOL NAME MONITOR Load Balancing MEMBERS

SERVICE

Secure Console pool_ccsc7799 mon_ccsc7799 Least Connections (member) omsl.example.com:7799
oms2.example.com:7799

Secure Upload pool_ccsu4900 mon_ccsu4900 Least Connections (member) omsl.example.com:4900

oms2.example.com:4900

Even thouglomszhas not been configuregkt it is recommended to add 8eondOMS hosto
the server poolsowas it means modifying the SLB configuration subsequent to the imstdlthgo
second OMS can be avoided.

Step 2.4 Create Console Persistence Profile

A console persistence profile is required to ensure that all Cloud Control user requests for a given
session are direct to the same management sefoidbe entire sessiollVithout a Persistence

Profile such as this, user sessions could span multiplea@tf&guie the Cloud Control user to

login multiple times.

We created a Persistence Profile with the following attributes:

CLOUD CONTROL F5 PERSISTENCE

SERVICE PROFILE NAME TYPE TIMEOUT EXPIRATION

Secure Console sourceip_ccsc7799 Source Address 3600 Not Applicable
Affinity

15
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Step 2.5 Create Virtual Servers

Figure 5: Creating Persistence Profile for Secure Console

The final loadbalancer configation step wae defineour virtual servers A virtual servemwith its

virtual IP Address and port number, is the client addressable hostname or IP address through which
members of a load balancing pool are made available to a client. Aftesarvétuateives a

request, it directs the request to a member of the pool based on a chosen load balancing method.

We createdirtual servexfor the Secure Console and Secure Upload services using the settings in the

table below:
CLOUD VIRTUAL VIRTUAL PROTOCOL HTTP SNAT DEFAULT DEFAULT
CONTROL SERVER IP AND PROFILE PROEILE POOL iRULE POOL PERSISTENCE
SERVICE NAME PORT (CLIENT) PROFILE
Secure Vs_ccsc443 <virtual tcp_cesc7799 None Auto None pool_ccsc sourceip_
Console Host 7799 ccsc7799
1P>:443
Secure Vs_ccsu4900 <virtual tcp_ccsu4900 None Auto None pool_ccsu None
Upload Host 4900
1P>:4900

Step 2.6: Update OMS configuration

After the SLB setup was completed we needed to rebecOfd$ using the SLB hostname.

emctl secure oms

- sysman_pwd <sysman_pwd>

- reg_pwd <agent_reg_password>
- host oms .example.com

- secure_port

4900
-slb_port 4900

- slb_console_port 443
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- console
- lock - lock_console

Following this command the OMS was restarted.

0emct lod estt atpuisod showthat theOMS is configured against an SLB.

$ ./emctl status oms - details
Oracle Enterprise Manager Cloud Control 12¢ Release 12.1.0.1.0
Copyright (c) 1996, 2011 Oracle Corporation. All rights reserved.
Enter Enterprise Manager Root (SYSMAN) Password :
Console Serv  er Host : omsl.example .com
HTTP Console Port : 7788

HTTPS Console Port : 7799

HTTP Upload Port : 4889

HTTPS Upload Port : 4900

SLB or virtual hostname: oms.example .com
HTTPS SLB Upload Port : 4900

HTTPS SLB Console Port : 443

Agent Upload is locke d.

OMS Console is locked.

Active CAID: 1

Console URL: https:// oms.example .com:443/em

Upload URL: https:// oms.example .com:4900/empbs/upload

WLS Domain Information
Domain Name : GCDomain
Admin Server Host: omsl.example .com

Managed Server Information
Managed Server Instance Name: EMGC_OMS1
Managed Server Instance Host: omsl.example .com

The above output shows that the Console and Upload URLs now reference the SLB rather than the

physical host of the OMS.

Although the SLB has been configured, the Hygnvapreviouslydeployed on the OMS s still
uploading to the physical hostname of the first OMS server. This can be seen from the output of an

oemctl status agentd command:

$ ./emctl status agent
Oracle Enterprise Manager 12c Release 1 12.1.0.1.0
Copyright (c) 1996, 2011 Oracle Corporation. All rights reserved.

Agent Version :12.1.0.1.0

OMS Version :12.1.0.1.0

Protocol Version :12.1.0.1.0

Agent Home : /u01/Middlewar e/agent/agent_inst
Agent Binaries : /u0l/Middleware/agent/core/12.1.0.1.0

Agent Process ID : 15661
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Parent Process ID : 15594

Agent URL . https:// omsl.example .com:3872/emd/main/
[Repository URL : https:// omsl.example .com:4900/empbs/upload

Sta rted at 12012 -02-09 06:48:14

Started by user : oraha

Last Reload : (none)

Last successful upload 12012 -02-2119:58:44
Last attempted upload 12012 - 02- 21 20:02:04
Total Megabytes of XML files upl oaded so far: 182.23

Number of XML files pending upload 1,488

Size of XML files pending upload(MB) :24.28

Available disk space on upload filesystem :57.28%

Collection Status : Collections enabled

Lastat tempted heartbeat to OMS 12012 - 02- 23 05:25:48
Last successful heartbeat to OMS 12012 - 02- 21 20:00:49

Agent is Running and Ready

In order forthis agento start upbading via the SLB/e perfornreda resecure on the agent using the
SLB hostname

emctl secure agent T emdWalletSrcUrl https://oms.example.com:4900/em

Following the resecure of the agent, the RepobIRL in hedemctl status ag&mutputwill reflect
the SLB hostname instead of the hostname of the first OMS server.

The final step is to inform the clients that they can now connect to Cloud f@amnttbeir browsers
using the SLB rather than the physical OMS.

https://loms.example.com/em

EMCLI should also be reconfigured to connect via the SLB at this point. This is done with the
following command:

emcli setup -url=http  s:// oms.example.com/em - username=em_user

For more information regarding configuring EMf@fér to theCommand Line Interface Guide
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After the SLB setup has been completed, the Cloud Control topology is as shown below:

b
2

Primary Agent

(active) oms1

S %ﬁ o5 Console
Balancer 3
J\§22

EMCLI

Repository Tier OMS Tier Client Tier
Figure 6: Cloud Control Topology After Load Balancer Configuration

As shown in the diagram, the agents and clients now connect communicate with the OMS via the load
balancer.

For further details regarding configuration of Cloud Control with F5 Load Balancers, refer to the
Oracle/F5white papeConfiguring OMS High Availability with F5-B?gl ocal Traffic Manager

Step 3: Add Repository Database Targets to Cloud Control

Followingtheinstallation of Cloud Control, the RAC hosts that are used for the repository database
will not bevisibleasCloud Controldrgets In order to add them to the Cloud Control environment
they should each have an agent installed. We instaligénts by navigating to Setup | Add Target|
Add Targets Manually and adding the Hosts using the Add Host Targets wizard

ORACLE Enterprise Manager Cloud Control 12c

Add Target
R ——
Host and Platform Installation Details
Add Host Targets : Host and Platform

This wizard enables you to install Managament Agents on unmanaged hosts, thereby converting them to managed hosts. Enter a session
their platforms on which you want to install the Management Agent.

* Session Name | ADD_HOST_SYSMAN_Mar_19_2012_8:54:15_AM_PDT

gk Add 3§ Remove E{H Load from File Add Discovered Hosts | Platform | Same for All Hosts v
|Host |Platform
emrep 1.example.com Linux x86-64 4

. emrep2.example.com

After the repository hostseadded, the repository itself can be added as a database target by
navigating to Targets | Databased asing the add target wizard. As part of this flow, we were
promptel to alsoadd the cluster target for the primary database .cluster

19


http://www.oracle.com/technetwork/oem/framework-infra/wp-em12c-config-oms-ha-bigip-1552459.pdf

Deploying a Highly Available Enterprise Manager 12c Cloud Control

Step 4: Configure Software Library

In a highly available Cloud Control installation, the Software Library needsésdielafrom each
hostthat wil be used as a management serieeause the Software Library is a critical part of Cloud
Control infrastructure, the filesystem on which it is placed should be highlg.aziéabplesf
filesystemthat could be esl for the Software Library &ES,0CFS2 and ACFS.

For ourinstallation, the Software Librags placedn a highly available NFig&system This NFS
filesystem was then mounted on tret ®@MS using the mountpoitc12 SWib. At this point we
alsomounted the filesystem on oms2 using the same mountpoint.

The Software Libramyasconfigured from the Cloud Control console by navigating to Setup |
Provisioning and Patching | Software Library

We configured our software library location by adding arcbiM&d Filesystaralledcc12_SWLib
that was on the NFS filesystem.

Software Library >
The administration console allows for configuring and administering Software Library storage locations.
Upload File Locations Referenced File Locations

Configure storage locations that can be used for uploading files for Software Library entities.

Storage Type | OMS Shared Filesystem ¥

Configure filesystem locations on OMS Host(s). These locations must be locally accessible by all the OMS instances, typically a mounted /shared
optionally configure the common credential to be used by Software Library for reading fwriting from,/to a location.

Actions ~ View » | ofp Add.. 7 Edit.. 3¢ Migrate and Remove

Total | Availabld
Name Status Location Assodated Entities Space| Space
[ c12 SWLb Active focl2 swWiib/ Show 148.202 ??.25?!'

Step 5: Add Second OMS

In Cloud ControlOMSsare added through te&ecubn of an outof-the-box Deployment
Procedure. Deployment Procedures automate common provisioning ang gaéchtions and are
orchestrated and manadexan the Cloud Control console.

The following steps outline the procedure that we
Deployment Procedure.

Step 5.1: Install agent on second OMS server

To enablehe execution of the Deployment Procedure on themé8serveiit is necessary to
deploy &loud Controhgento the server This waslone using the same procedure as was used for
deploying the agents onto the database repository geBters3

Goto Setup | Add Target |Add Targets Manually and use the guided workflow for Add Host Targets
to complete the installation of the Enterprise Manager agent.

Step 5.2: Add secondOMSusi ng fAiAdd Management Serviceo Deployment Prc
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The 06Add Manad ebnemltrooasptovided out of the box. rlins a series of
prerequisite lsecks on the tae Managemene8ricehost and prforms a clone of the primary
Managemergerviceto add a second OMS.

Prior to running the Deployment Procedure, sared we were running the latest version of the
Deployment Procedure by going to Self Update and checking the Provisioning Bundle Updates (Setup
| Extensibility | Self Updade This showed that there werependingupdatego applyand we were
thereforerunning the latest version of the Deployment Procedure.

@ self update Page Refreshed May 8, 2012 8:1%:34 AM PDT ()

Oracle periodically provides new functionality and updates for existing features in Enterprise Manager. The Self Update home allows administrators to receive notifications and view, download, and apply
such updates. While these updates are retrieved automatically, a manual check can be made at any time.

~|Status [E3 informational Updates (1 New)

Connection Mode  Online
Most Recent Refresh Time < May 7, 2012 11:26: 13 PMPDT

Last Download Time May 1, 2012 8:02:33 AM PDT
Last Download Type Agent Software

Last Apply Time May I

Last Apply Type Agen'
Actions » | [3 Open @i‘ Check Updates ﬁ [ Agent Software

Type | Avaiable Updates| Dowrnloaded Updates | Applied Updates | Description |

Target side policy checks that identify conditions that may require the attention of target #*
administrators.

EM Deployment Pre-requisite Checks are the metadata used for checking prerequisites

] Diagnostic Checks 0 o ]

] EMDeployment Prerequisite Resource: 0 0 for Install, Upgrade, Patching of EM Platform and Plugins.
] Exadata Configuration Template 0 0 0 Configuration Templates for Orade Exadata Database Machines
. 8 5 1 Management Connectors are components that integrate different enterprise frameworks
L1 Management Connector into the Enterprise Manager Consale
. ) 9 9 A collection of Software Components used for provisioning of Orade Application Server
] Middleware Profiles and Gold Images homes.
. . 5 5 5 A collection of Software Compenents used for provisioning of Orade Database,
L] Oracle Database Provisioning Profiles Clusterware and Grid Infrastructure homes.
"7 Orade virtual Product Mapping 0 0 0 Pre-defined mappings for OVF Products and EM Targets
1 Crade vM Templates and Crade Virtua 7 1 0 Preinstalled and preconfigured software packages to deploy Orade Guest VM
. Plug-in extends Enterprise Manager to manage newer target type as well as to bring
[_1 Plug-n 13 1 A ertical functionality
Provisioning bundle is a collection of deployment procedures, software library entities,
(] Provisioning Bundle 0 0 1 and other related artifacts that cater to the provisioning and patching of various Orade
and non-Orade Products. »
—= |

After ensuring that the latest version is being beeDeploymenti®cedurean beaccessed by
navigating to Enterprise | Provisioning and Patching | Procedure Library and selecting the Add
Mangiement Servideeployment Rocedure.

Deployment Procedure Manager
Procedure Library  Procedure Activity ~ Recydle Bin

Procedures are best practices provided by Oracdle for various Provisioning and Patching tasks. Procedures created by Orade cannot be edi
extended using 'Create Like', so that you can customize the procedure to fit your environment.

Search Text Fields I Go | Advanced Search

ILaunch ¥ Go Edit Procedure Definition... | Create Like

Lz
MI
Select | Procedure s Type Parent Version |Last Updated Description By
MEnat:arggfe Procedure to add an additional
® Add Mana ement High None 12 Apr 3, 2012 1:25:28 PM UTC Ma_na_gement Se_rwce to an a
Service Availability existing Enterprise Manager
Operations system.

This procedure installs or dones

We ra the Deployment Procedurgclickngon the Launch button
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The Deployment Procedure providegliided workflovior addinghe new Managemerdr8ice

The Deploymenti®cedure askifor confirmationthat preequisites such as configuration of the
Software.ibrary and Load Balancer weoenpleted As all of these task&re donén prior steps, we
checked the boxes to acknowledge we had performed the setup.

ORACILE Enterprise Manager Cloud Control 12¢

Getting Started
Add Oracle Management Service : Getting Started Back | Step 1of5 MNe

Before you install an additional Orade Management Service in your environment, meet the following prerequisites. As and when you meet a prerequisite, select it from the list so
dedare that you have met the prerequisite. Once the prerequisites are met and selected from this list, dick Next. Next is enabled only when each of the prerequisites are met ar

Destination host where Management Service is being added must have Agent deployed.
All Software Library Shared Filesystem locations must be accessible from the new Management Service host,

All Management Services must have read write access to the Software Library Shared Filesystem locations.

Additionally, you are advised to implement the following Best Practices before proceeding. Please chedk the checdk boxes to acknowledge this advice.

Ensure Orade Recommended High Availability best practices are implemented in your environment. For details, refer to the Orade Enterprise Manager  Enterprise Manage|
Cloud Control Administrator's and User's Guide available in the documentation libr

Configure a Load Balancer,
Existing Management Service(s) must be configured against Server Load Balancer and agents configured to upload through the load balancer. See below for overview of ste
be performed for configuring load balancer for this site.

‘You must do the following steps on your Server Load Balancer using the administration tool provided by your Server Load Balancer vendor.
~| Steps for configuring a Server Load balancer

The next step of the installer wizard promptthfodestination host and install location for the

second OMS. At this stépvasalso necessary to provide login credentials for both the source server
(first OMS host) and the target server (new OMS host). We setup and uskxsggameed

Credentialfor this step.

1 Named @edentials allow users to store and share credentials within Enterprise Manager. The stored
credentials could be username/password combinations or public/private key pairs.
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™
Select Destination

Add Orade Management Service : Select Destination
Middieware Home | Ju01Middleware

Source Management Service

* Destination Hostl oms2.example.com I Q
Spedfy the host where the Management Service has to be added.

Destination Instance Base|| f,01Middieware gc_inst [

Location
Spedfy a location where the configuration files for the Managemes
space.

v! Source Credentials
Specify operating system credentials of the user that owns the Management Service software installati

Credential O Preferred ® Named O New
Credential Name | NC_HOST_OMS_ORAHA v
Credential Detals | Attribute |Value
UserName oraha
Password =
More Details

v Destination Credentials
Specify operating system credentials of the user that will own the Management Service software install

Management Service hosts.
Credential O Preferred & Named O New
Credential Name | NC_HOST_OMS_ORAHA V.
Credential Detals anrbute lvalue
UserName oraha
Password PP ETRS
More Detais

On thenextpage we specified the method to use to transfidethfom the source to the

destination server. As we had a shared filesystem configured for NFS access we chose to use the

Shared Directory optiand specified our N&-location as the Shared Directory . PAthwe used a

shared directory we didnodét need to specify source

We were also asked to provide ports for the new @QNsSecommendetd keep the ports on the
second OM$he same as those configured on the first OMS as this simplifies SLB configuration.
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3} —8 N
setting Started S Destination Options Post Creation Steps evie
Add Oracle Management Service : Options Back | Ste
File Transfer Option
Transfer Mode QFTP
QHTTPS)
{#) Shared Directory
Shared Directory Path | /net/s s /scratch/add_oms_stage
This directory will be used to copy files that need to|be made available on destination host for configuring the Management
cleaned up after the procedure completes. Approxirhately 4GB of free disk space is required.
Staging Locations
* Source Staging

Specify a directory location on the source host to store temporary files, This directory will be cleaned up after the procedure completes, Approximately
required. If you have Bl publsher installed on the source host, then approximately 11 GB of free disk space is required.
* Destination
Staging
Specify a directory location on the destination host to store temporary files. This directory will be cleaned up after the procedure completes, Approxim:
required. If you have BI publisher instalied on the destination host, then approximately 11 GB of free disk space is required.

V| Destination Ports

Ports for the destination Management Service have been defaulted to the ports configured on the source Management Service. It is recommended that you che
your source Management Service so that you have a homogeneous environment. In case of a port conflict, the port will be shown in red. Free up the port on the
or select an alternate port from the recommended list.

Port on source Management Service Recommended Port Range

Managed Server HTTPS Port | 7301 7301 7301-7400

Node Manager Port | 7403 7403 7401-7500

Management Service Upload Port | 4889 4389 4889-4898
Management Service Upload HTTPS Port | 4900 4900 1159,4899-4908

Management Service Console Port | 7788 7788 7788-7798

Management Service Console HTTPS Port | 7799 7799 7799-7809

Check Ports

Finally, we were prompted with some instructions for steps that need to be completed on the SLB
after the second OMS is add@&tiese steps need to be followed istimond OMS details are not
present in the SLB configuration. As we added the details of this OMS to the SLB Pool when we
configured the OMS these steps did not need to be followed.
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L
Post Creation Steps
Add Oracle Management Service : Post Creation Steps

Steps
After the successful completion of Add Management Service deployment procedure, some post creation tasks must be performed usin
Balancer (SLB) vendor.

1. Add additional management service to SLB Pools

e Add [ com:4900] to Secure Upload Pool

e Add [ com:4889] to Agent Registration Pool

e Add [ com:7799] to Secured Console Pool

* Add [ com: 7788] to Unsecured Console Pool (optional)

2. Associate monitors for the additional management service

* Assodate secure upload monitor with | ,com:4900]

* Assodate agent registration monitor with [ v .com:4889]

* Assodate secure console monitor with [ .com:7799]

* Assodate unsecured console monitor with | .com:7788] (optional)

FFor more information about configuring a Server Load Balancer (SLB), refer to the Orade Enterprise Manager Administration Guide.

3. Run root.sh
Run root.sh as a root user on the destination host.

Enter one or more e-mail IDs (separate by a comma) where these post installation steps can be sent.
E-Mail IDs

It is possible to optionally specify an email address where tharsbepses{inote: Email
Notification Methodnusthave beenonfiguredrom the Setup | NotificationisNotification
Methodspageor this).

Whensubmitted, the procedurempleteshe process of adding the second @Wy!€loning the
software homes frometsourceerveto the targeserver.

The diagram below shows @ieud Control topology following installation of the second OMS:

),g‘,j

Agent

Primary

(active) /
- S

‘@ — | e:

Lo Console
Balancer

EMCLI
Repository Tier OMS Tier Client Tier
Figure 7: Cloud Control Topology After Installation of Second OMS

As can be seen, the Load Balaisceow able to direct traffic to either OMS. In the evenivtha
should lose one of the OBIShe Load Balancer will stop directing traffic to it and application
availability will be maintained. We are now protected from the loss of a databatigenode in
Repository tier or a Management Service node in the OMS tier.
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Step 6: Add Standby Database

Adding a Standby Database ensures that the repository database is protected from complete failure.
Standby Databases provide a copy of the data in a sepan@tenent which can be activated in the
event of a primary failure.

Step 6.1: Install agents on Standby nodes

Before the standby database can be configured, the standby database servers must be added to the
cloud control environment. This was done ulimggent deployment wizard as seen in previous
steps

Goto Setup | Add Target | Add Host Targets and use the guided workflow for Add Host Targets to
complete the installation of @&@ud Controhgent.
Step 6.2: Add standby cluster targets

After theagenhas been deployed to the standby tbéecluster target for the standby netiesild
also beadded

Thiswasdone by navigating 8etup | Add Targets | Add Targets Manualyh en s el ect O0Add No
Host Targets Using Gui@GedsPeoncasddoédHiagd AehekabiolOr
Target Type.

When prompted for a Cluster Target Host, we provided the hostname of one of the standby database
hosts. We then selected the hosts that were cluster members and completed the required fields fo
adding the cluster target.
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