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Introduction

Oracle Enterprise Manager is Oracle’s integrated enterprise IT management product line, which
provides the industry’s first complete cloud lifecycle management solution. With Enterprise Manager
Cloud Control, Oracle offers a unique approach to systems management, enabling organizations to
deploy a single tool with a tightly integrated set of features to manage all tiers in the datacenter as well
as the entire lifecycle of applications. Through the use of Enterprise Manager Cloud Control,
organizations are able to lower the cost of managing applications while at the same time dramatically

improving quality of service.

With Oracle Enterprise Manager’s integrated application-to-disk management, organizations get
intuitive and robust system health monitoring and management of all hardware and software
components in their infrastructure. Hence Enterprise Manager Cloud Control is regarded as key
systems management tool and is a crucial application in any data center. Ensuring continuous
operation of this mission-critical application is very vital for overall data center monitoring and
management. As such, High Availability has become a key requirement for Enterprise Manager Cloud
Control deployments. High Availability solution of Enterprise Manager Cloud Control aims to guard
against failure at each component of the system, thus avoiding any service disruptions. High
Availability solution of Enterprise Manager Cloud Control aims to provide reliability, recoverability,

timely failure detection and continuous operations.

This white paper details how to install Enterprise Manager Cloud Control in a highly available Cold
Failover Cluster (Active/Passive) solution on Microsoft Windows Server Failover Clustering platform so
that the planned / unplanned downtime can be minimized. The configuration details outlined in this
whitepaper can be used by customers deploying Enterprise Manager Cloud Control on Windows
platform. The solution is characterized by key benefits of automatic failure detection and fast

recoverability.

Enterprise Manager Cloud Control Architecture Overview

Enterprise Manager Cloud Control provides a central point for monitoring and administration in the data center. To
achieve this, it collects information from a variety of distributed components and consolidates it in a centralized
repository. The key Enterprise Manager components must all work in concert for the system to operate correctly.
The components involved in collecting, processing and presenting this information to users are as follows:
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Targets - A Target, or more specifically, a Target instance, can be defined as any entity that can be monitored
within an enterprise. This entity can be an application running on a server, the server itself, the network, or any of its
constituent parts.

Oracle Management Agent (Agent) — The Oracle Management Agent is a software component that is installed on
every monitored host in the enterprise. Agents collect information from the Targets running on the host and send this
information to the Oracle Management Service (OMS). Agents also perform operations against the Targets on
behalf of Enterprise Manager users. There are many different types of Targets that Enterprise Manager can
manage. Examples include Host, VM Guest, Database, Listener, ASM, WebLogic Server, Service Bus and Fusion
Applications components

Oracle Management Service (OMS) — The Oracle Management Service is the central component in Enterprise
Manager with which all other components interact. The OMS is deployed on a WebLogic Server and must be
available in order for the Agents to upload data and for administrators to access the Enterprise Manager cloud
control console.

Oracle Management Repository (Repository) — The Oracle Management Repository is used as a persistent data
store. Examples of the information stored in the repository include user information, job definitions, monitoring and
alerting settings and all configuration and monitoring data related to Targets. The OMS cannot run if the repository is
unavailable.

Software Library — The Software Library is a filesystem repository that stores software entities such as software
patches, virtual appliance images, reference gold images, application software, and their associated directive
scripts. The Software Library is accessed by the OMS and is used extensively by the Enterprise Manager framework
for features such as self-update and Agent deployment.

Console — The Console is a browser-based web application that is the main user interface for Enterprise Manager.
This console allows the administrator to monitor, manage and report on the Enterprise Manager Targets that have
been setup.

Enterprise Manager Command Line Interface (EM CLI)-EM CLI allows users to access Cloud Control
functionality either interactively from a command line, or as part of a script. This allows Cloud Control operations to
be integrated with complex business processes without user interaction.

Pre-requisites

The highly available Cold Failover Cluster (Active/Passive) solution outlined in this whitepaper assumes that the
customer already has an investment in Windows infrastructure required for Microsoft Windows Server Failover
Clustering deployment.

Platform Requirements

Platform Supported Version

Microsoft Windows Windows Server 2012 R2

Supported Software Versions

Oracle Enterprise Manager Repository Database Oracle Enterprise Edition 11.2.0.4
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Enterprise Manager Cloud Control Enterprise Manager 12c, Release 4, ver. 12.1.0.4

Microsoft Windows Server Failover Clustering configuration for Enterprise Manager Cloud Control requires a
minimum of 2 Windows 2012 R2 cluster nodes and a single shared storage cluster disk that is shared between the
nodes. Designation of quorum disk is not a pre-requisite for cluster configuration.

Ensure that the Windows domain administrative account is used for logging into the cluster nodes since
configuration of Failover Clustering feature, creation of cluster and cluster resource /roles must be done using the
Windows domain administrative account.

Building a Highly Available deployment

The high level steps for building the configuration are as follows

> Enable Failover Clustering Feature
> Create Failover Cluster and Role
> Install Oracle Enterprise Manager Cloud Control

B e iy WG e
B o oe Evrprse Vanager Soces or Faover
> I P
B oy P Scal g o morttor ingows node
> I T T
> T

Enable Failover Clustering Feature

If the Failover Clustering had not been enabled prior on the Windows cluster nodes, follow this section to enable the
feature using Server Manager Windows application. Enable the Failover Clustering feature on both the Windows
cluster nodes.

In the Server Manager, select Local Server and scroll down to the ROLES AND FEATURES section. From the
TASKS drop-down list, select Add Roles and Features (Figurel) which will start the configuration wizard.
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Server Manager * Local Server )1 wanage

Tools  View  Help

Dashboard ‘

Local Server

& All Servers

O App Server ROLES AND FEATURES
g File and Storage Services » All roles and features | 28 total TASKS =
Remove Roles and Features
Filter P 7 7
® Refresh
+ Add criteria ¥
Server Name Name Type Path
SLCO3ZZ0 Failover Cluster Management Tools Feature Remote Server Administration Tog
SLCO3ZZO Failover Cluster Module for Windows PowerShell Feature Remote Server Administration Too
SLC03ZZ0 Failover Clustering Tools Feature Remote Server Administration Tog

Figure 1. Add Roles and Features option in Server Manager

On Select installation type page select the Role-based or feature-based installation option and click next. On the
Select destination server page, select the server on which the Failover Clustering feature needs to be installed. On
the Select features page, scroll and select Failover Clustering. After the installation completes, the wizard will end
and Failover Clustering will be displayed in the ROLES AND FEATURES section of Server Manager. This process

must be completed on both nodes.

Validate the failover clustering configuration using the Validate a Configuration wizard in Failover Cluster Manager.
This wizard checks the hardware and software configuration of all the cluster nodes and reports on any issues that
might prevent the cluster from being created. If the validation tests succeed (Figure 2), proceed to the next step of

creating the cluster.

= Failaver Cluster Manager

File Action ‘View Help

Z Failover Cluster Manager [T A— ~ | Actions

b 23 sle03mo-vus.oracle.com B
§#%a Create falover clusters, validate hardvare for potential failover clusters. and perform configuration changes ta your failover dusters Failover Cluster Manager
~ & validate Configuration...

=

~  Overview # Validate a Configuration Wizard

Afailover dluster s asetof indq. -
nodes) are connected by physi{| - Summary
known as failover. B e

~  Clusters Before You Begin Testing has completed successiull, The canfiguration anpears ta be suitable for clustering.
| Howewer, you should review the report because it may contain warmings which you should address

Select Servers ara S5 (o attain the highest availabiliy.

0 Connect to Cluster...

Figure 2. Failover Cluster Validation report

Name Chaster
B sio37z0-v us oracle comfi Testing Options B _ .
Rtz Failover Cluster Validation Report 4
Status
ConfimEmn Node: slcd3zz0.us.oracle.com Validated
Validating Node: slen3zzp.us.oracle.com validated
< S a
.ﬁ v
S CIaster Canfionration
~ Management
[] Cieate the cluster now using the validated nodes.
To begin o use failover cluster|
manage the cluster. Managing To view the report created by the wizard, click View Repott
oriwindows Server 2008 HZ To clos this wizard, dliok Finish.
¥ validate Corfiqurtion...
) Create Cluster.

4 | ENTER TITLE OF DOCUMENT HERE



Create Failover Cluster and Role

The Microsoft Windows Server Failover Clustering configuration for Enterprise Manager Cloud control requires
configuration of two virtual IPs which is used for cluster management and access point management.

Configure two VIPs and register their names in DNS server with valid IP address. The IPs must be in the same
subnet and available for use.

. Cluster VIP

. Cluster resource / role VIP

Create the cluster from the Actions menu in the Failover Cluster Manager pane.
Actions

Failowver Cluster Manager o
ﬁ Walidate Confiquration...

|5531 Create Cluster..,

.’%1 Connect to Cluster...
Wiew b
Refresh

Properties

B @ B

Help

Figure 3. Failover Cluster Manager Action Menu

In the Create Cluster wizard - Access Point for Administering the Cluster page, enter the cluster VIP name. During
cluster creation, this name is registered as the cluster object in Active Directory. Then enter the IP address that
needs to be assigned to the cluster. The cluster name and IP address will be the virtual name registered in DNS and
will be used to connect and manage the cluster itself. This information is usually different than the name and IP
address that will be used by clients to connect to clustered applications.

Select the cluster and click on Configure Role in Actions menu. The Enterprise Manager will be configured to use
this role during installation. Select the “Other Server” role type and configure the Client Access Point by giving the
Cluster resource VIP and its corresponding IP address.
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‘E Failower Cluster Manager Actions
4 7 slelizzo-v.us.aracle.com -
g Queries w | v
= Roles =] Roles
3 Modes Name Status Type Owner Node Priarity Information ‘17‘| Configure Rale... |
Sh sy . . : ' i
“ ‘—“‘:‘;r;.gi 2 High Availability Wizard E3] Virtus! Machines...
5 isks =
3 i Create Empty Role
é Poaols - i 3
35 Netwarks - Client Access Point iew
Cluster Events i S Refresh
_ I _ @ rep
Betore You Begin Type the name that clients will use when accessing this clustered role:
Select Rol -
it Mame: Is\cUSzzozp-r I | slc03zzozp-r
4 StartRole
Select Starage _ The MetBIOS name is limited to 15 characters. One or mare [Pv6 addresses were configured : Stop Rol
o ¥ automatically, ©ne or mare IPv4 addresses could nat be canfigured automatically, For sach 4 SU0p Role
Eon;!lmatl:ﬂ. ) network to be used, make sure the network is selected, and then bype an address. & Add File Share
onfigure Hig
Availability Metwarks Address 1 Move
Summary 10.245.128.0/21 245 0130 .0 19 1 Change Startup Priol
& Information Details.,
2 o Critical Events
4| Show IE

Figure 4. Cluster role configuration wizard
Also, in the cluster role configuration wizard, associate a shared storage to be a cluster disk .If one does not see the
shared storage, ensure storage is allocated to the nodes by running diskpart (Figure 5).

swrdiskpart

icrozoft DiskPart version 6.3.97688

opyright <C» 1999-2813 Microsoft Corporation.
On computer: SLCHIZZO

ISKPART > list disk
Disk ##t# Status

238 GB
Reserved 288 GB

ISEPART > _

Figure 5. Diskpart Utility

To enable the cluster resource /role to become online, in the Active Directory check the security tab and give the
cluster name full control to the resource Active Directory object.
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slc03zzozp-r Properties E

General | Operating System | Member OF | Delegation
Password Replication | Location | ManagedBy | Object  Secuily 1 Diakin

GI'CI.ID O LUset names;

52 Everyone —
B2 SELF

B2 Authenticated Users

5L SYSTEM

52 PDIT Adming [DRADEVAPDIT Adming)

2 APETE348VMW =

Ha - .

Pemizsions for sicl3zzo-vE

Full control

Fead

“alrite

Create all child objects
Delete all child objects
Allowed to authenticate

L Chanos nassimngd
For special permissions of advanced settings, click Advanced, Advanced |

r
SENEEEE| g

Learn about sccess control and permissions

Figure 6. Active Directory security Configuration

If the cluster resource /role is still not Online /Running, select the role, go to properties > Failover tab > Changed the
value of "Maximum failures in the specified period:" from 1 to 2( Figure 7).
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.3% Failower Cluster Manager
4 3 slcD3zmo-v.us.oracle.com
= Roles

_35 Modes

,L_Q Storage

_'ia Metworks
Cluster Events

-

Search
MName Cwner Node Priority Information
5 sicl3zzozp slc03zzozp-r Properties -

General | Failover

Failower

Specify the number of times the Cluster zservice will attempt to restart or
fail over the clustered role in the specified period.

If the clustered ole fails more than the mazimum in the specified period,
it will be l=ft in the failed state.

b aximum failures in the specified

v %} slc03zzozpr

Name

Storage

23 Cluster Disk 1

e o
peniod:
Period [hours): I z
Failback.

Specify whether the clustered role will automatically fail back to th
most prefened awner [which is set on the General tab).

®) Prevert faiback

) allow failback
Immediately

Faiback between: 0

||

and

=
0 o hours

@ Online

Figure 7. Failover configuration Cluster Resource Role properties

Make sure that the IPv6 is enabled in Network Connections even if not using IPv6 .In the NIC properties uncheck
"register this connection with dns"(Figure 8). This should stop all the ipv6 errors.
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Netwarking | Shating [

Connect using:
li'_ﬂ Oracle WM Vitual Ethermet Adapter

Thiz connection uzes the following items:

s File and Printer Sharing for Microsoft Networks A
8| (105 Packet Scheduler

1 s Microsoft Metwork Adapter Multiplesor Protacal

~&. Link-Layer Topology Discovery Mapper 170 Driver

- Link-Layer Topology Discovery Responder

B8 Internet Protocol Yersion B [TCP/IPvE)

W i |ntemet Protocol Version 4 [TCPAPv4) v
<| m HE
Descriptian

TCP/IP version B, The latest verzion of the internet protocol
that provides communication across diverse interconnected
networks.,

OK || Cancel

Figure 8. Network Configurations

At the end of the configuration, expect to see the below set of cluster components (Figure 9).

File  Action  View Help

& | 71[F

E Faaqilo\.fer Cluster Manager Roles (1)
g e—— cures ~ il - |
=+ Roles
(5 Nodes  Cluster Name Status Type
I [ Storage % \ @ Running Other
:a_i Metniarks )
; Cluster resource / role
Cluster Events
<| iii
v % slc03zzozpr Prefemed Owniers:  Any node
Status: Running
Priority: Medium
Owmner Node: slc03zzo0
ECIierl Access Name: slc03zzozpr
P . 2606:0400:2010:6853: 1cdd  2a(F-5abc: 8778
Addresses: 10.245.130.126

Figure 9. Cluster components in Failover Cluster Manager
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Install Oracle Enterprise Manager Cloud Control

Install the Enterprise Manager Repository on local drive in one of the Windows cluster node. The recommended
best practice to configure the Enterprise Manager Repository for failover on Windows platform is to use Fail Safe.
Fail Safe is the Oracle recommended solution for configuring high availability of Oracle databases on Microsoft
Windows Failover cluster platform. The Enterprise Manager Repository configuration using Fail Safe is beyond the
scope of this whitepaper. Refer to Oracle Fail Safe documentation library for configuration details.

Install the Oracle Enterprise Manager on the shared storage cluster disk using the alias host name on one of the
Windows cluster nodes. Alias hostname is the cluster resource/role name. Invoke the Enterprise Manager installer
either by using the ORACLE_HOSTNAME=<ALIAS_HOST_NAME> parameter or by specifying the alias host name
in the Host Name field in the OUl installation. For example, include the following parameter on the setup.exe
command line:

ORACLE_HOSTNAME=slc03zzozp-r.us.oracle.com

Once the installation is complete, verify in the logs that all host information references the alias host name and no
entries to the actual physical host name reside in the installation log.

Login to the Enterprise Manager Cloud Control Console and verify that all targets except Oracle Apache target are
successfully monitored by the alias hostname agent and the host is referred to by alias hostname. Oracle Apache
target’s host references the physical hostname rather than alias hostname though the installation happened by
passing alias hostname as the ORACLE_HOSTNAME parameter. Follow the below section “Oracle Apache Target
Reconfiguration” to change the referenced host name from physical hostname to alias hostname.

Oracle Apache Target Reconfiguration

The Oracle Apache target, aka OHS1, is configured using a different setting than the environment variables. Note
that the Host, Virtual Hosts and Host name in the target home page (Figure 10) uses the physical host/node and not
the alias hostname (cluster resource name).

@ ohs1 @
@ Orade HTTP Server ¥ [ StartUp [ ShutDown... @ Create Blackout... @&} End Blackout...

HMonitoring and Diagnostics Sy
Incidents 0
Configuration Changes 0

General . e

Type managed
Version 11.1.1.7.0
Host  slc03zzo.us.orade.com

Figure 10. Oracle Apache target with physical hostname reference

Make sure to configure the host parameter to reference alias hostname, otherwise the target status shows DOWN
following the failover of the current installation node to the standby Windows node.

To reconfigure, stop the OMS Windows service running on the node. Make a backup copy of the
$OMS_HOME\user_projects\domains\GCDomain\opmn\topology.xml .Edit the topology.xml file and replace the

10 | ENTER TITLE OF DOCUMENT HERE



physical hostname reference with alias hostname in host parameter. Save the file with the new changes. Start the

OMS Windows service.

Follow the steps to re-add the Oracle Apache target. Login the Enterprise Manager Cloud Control console and go to
OHS target home page. Remove the target following the option: Oracle HTTP Server - Target Setup - Remove
Target. Navigate to the Oracle WebLogic Domain Target's home page and click the option- Refresh WebLogic
Domain. The job will locate missing targets within the domain and re-add them, including the Oracle Apache target (

ie OHS1) with the new host name(Figure 11).

GCDomain @
ﬁtl Weblogic Domain ~ [[J Start Up [ Shut Down....

Refresh WebLogic Domain: Assign Agents

New Targets Found 1
Modified Targets Found 5
Targets Assigned To Local Agent 12

Targets And Agents Assignmen-’is

View = Save All Targets To This
Agent
Target Name
4 EMGC_GCDomain
4 GCDomain
4 EMGC_ADMINSERVER
FMW Welcome Page Application(11.1.0.0.0)
4 EMGC_OMS1
emgc
empbs
OCMRepeater
oracle.security.apm(11.1.1.3.0)
mds-owsm
mds-sysman_mds

Q Assign Agent

Target Type

Oracle Fusion Middleware Farm

Oracle WebLogic Domain
Oracle WebLogic Server
Application Deployment
Oracle WebLogic Server
Application Deployment
Application Deployment
Application Deployment

Oracle Authorization Policy Manager

Metadata Repository
Metadata Repository

Iﬂ slc03zzozp-r.us.oracle.

Page Refreshed Jul 27, 2015 12:43:54 AM MDT

Change Host Name

Host

slc03zzozp-r
slc03zzozp-r.
slc03zzozp-r.
slc03zzozp-r.
slc03zzozp-r.
slc03zzozp-r
slc03zzozp-r.
slc03zzozp-r
slc03zzozp-r.
slc03zzozp-r
slc03zzozp-r.

.us.oracle.com

us.oracle.com
us.oracle.com
us.oracle.com

.us.oracle.com
.us.oracle.com
.us.oracle.com
.us.oracle.com
.us.oracle.com
.us.oracle.com
.us.oracle.com

| ohsl

Oracle HTTP Server

slc03zzozp-r.

us.oracle.com

Figure 11. Apache OHS target with alias hostname referred

Navigate to the Oracle Apache target home page and confirm the presence of alias hostname(Figure 12).

a Oracle HTTP Server v [J) Start Up [ Shut Down... (g Create Blackout...

Monitoring and Diagnostics

Incidents O
Configuration Changes 0

General

Type managed
Version 11.1.1.7.0

Host slc03zzozp-r.us.oracle.com

Figure 12. Oracle Apache target with alias hostname reference

Add Targets Cancel

Configured Agent

slc03zzozp-r.us.oracle.c
slc03zzozp-r.us.oracle.c
slc03zzozp-r.us.oracle.c
slc03zzozp-r.us.oracle.c
slc03zzozp-r.us.oracle.c
[Inherited From Parent’
slc03zzozp-r.us.oracle.c
slc03zzozp-r.us.oracle.c
[Inherited From Parent’
slc03zzozp-r.us.oracle.c
slc03zzozp-r.us.oracle.c

| slc03zzozp-r.us.oracle.
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Verification of Windows Service

After the Enterprise Manager installation is done on a single Windows node, verify that all the required Windows
services are in the Running status (Figure 13)

Senvices
Help
i = N B
. Services (Local)
Optimize drives Marne - Description Status Startup Type Log On As
Description: L Oracleagent12clfgent Running  Manual Local System
Helps the computer run more S OraclelobSchedulerORCLMT Running  Autornatic Local System
efficiently_by optimizing files on L OracleManagementServer_EMGC_OMSET_1 Running  Manual Local System
storage drives. L5 OracleMTSRecoveryService Running  Automatic Local Systern
S OracleQraDb11g_hornel TMSListener Running  Autornatic Local System
L OracleService ORCLMA Running  Automatic Local System

Figure 13. Windows Service with Enterprise Manager installation

Configure standby Windows node

Configure the services on the second standby Windows node so that the services can start up on this node after
failover. The high level flow of standby Windows node configuration involves

1. Configuring the Windows Registry
2. Registering the Windows services
a. OMS Service
b. Agent Service

Stepl- Windows Registry Configuration

Export and Import the Registry key from the first Windows node where the Enterprise Manager Cloud Control was
installed to the standby Windows node.

Click on Start, Run. Type in Regedit and click OK.

In the registry, navigate to the following folder: Computer - HKEY_LOCAL_MACHINE - Software - oracle -
SYSMAN. Click on Export and choose to save the registry file(.reg) in a location that can be located easily.

Transfer the .reg file to the standby Windows node via FTP or another secure file transfer method.

Log onto each of the standby Windows node and double click on the registry (.reg) file. Windows will prompt for
confirmation to import the registry key (Figure 14). Click on YES and import.
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Registry Editor

! ~ Adding information can unintentionally change or delete values and cause components to stop working
. correctly. If you do nat trust the source of this information in
C:\Users\aime\Documentsicluster _oracle.reg, do not add it to the registry,

Are you sure you wank to continue?

Figure 14. Windows Prompt for Registry Import Confirmation

This will import the Oracle registry key in and overwrite any existing Oracle registry key on the standby Windows
node.

Step2- Windows Service Registration

Windows services need to exist on the standby Windows node to support the applications in event of failure on
primary Windows node where installation had happened. Follow the steps to configure the OMS and Agent
Windows services on standby Windows node.

OMS service

. Creation of OMS Windows service at standby node does not require the existence of corresponding
registry entries that was created in prior step. Hence open the registry in standby host and rename the OMS Key (
HKEY_LOCAL_MACHINE -> SOFTWARE -> oracle -> SYSMAN -> OracleManagementService_ EMGC_OMS ) to
“%_old”.

. Transfer the shared installation storage of Enterprise Manager to the standby host by using Failover
Cluster Management Ul and clicking “Move the service or application to another node”. At this point, only the shared
cluster disk moves to the standby node.

. Access the Enterprise Manager Installation folder from standby node and navigate to $OMS_HOME\bin
folder and execute the command “emctl create service -oms_svc_name <service_name>" where
<service_name> is the exact OMS Service name as shown in the primary Windows node service registry.

. Ensure that the above step creates the registry entries for the OMS service.

Agent Service

. Open the registry in standby Windows node and rename the Agent Key(HKEY_LOCAL_MACHINE-
>SOFTWARE->oracle->SYSMAN->Oracleagent12c2Agent) to “%_old”.

. Navigate to the agent home and execute the command "$ORACLE_HOME\bin\nmesrvops create
<servicename> $ORACLE_HOME/bin/nmesrvc.exe auto" where <servicename> is the exact Agent Service
name as shown in the primary Windows node service registry(Figure 15).

H:“appsoracle~oem~agentscore~12.1.8.4_B~bin*nmesrvops create Oracleagentl2c2fgen
t H:-sappsoraclesoemsagent-cores12.1.0.4.8-bin/nmesrvc.exe auto

Service "Oracleagentl2c2fgent” create SUCCESS

Figure 15. Agent Service Creation
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. Regedit entries are not created by default for Agent Service. Hence undo the renaming done in prior step
and check to ensure they have the same values as present in primary Windows node (Figure 16).

Registry Editor

File Edit Yiew Favorites Help

. KEY¥_OraHomes ;I Marne Typs | Data

KEY_CraHome E_?J(Default) REG_SZ (value not set)
- KE¥_OraHomeS ab|CONSOLE_CFG REG_SZ agent

. KEY_OraHomed ab|EMDROOT REG_SZ H:\apploraceloemiagenticorel12,1,0.4.0
KEY_OraHome? ab|EMSTATE REG_SZ Hi\applaraclelaem’agent|agent _inst

. KEY_OraHomes all| DRACLE_HOME REG_ST H:\applarackeloemlagent|carel 12.1.0.4.0

! KEY_Or.aHome9 ab|TIMECUT REG_SZ 15
KEY_shinlzcl ab| TRACE_LEVEL REG_SZ 16

- | KE¥ _shin12c2
- | KEY_webtisrizcl
e KEY_webtier12c
[+, ODP.MET
[ |, OracleMTSRecoveryService
- remexecservicect
[=- ) SYSMAN
. Oracleagent12clAgent

Figure 16. Agent Registry Entry Values

Configure Enterprise Manager Services for Failover

In the Windows 2012 R2 server, OS level clustering offers management options for Failover cluster creating
software connect that provides information to Oracle Services to failover and run on a standby Windows node. This
is achieved by grouping the services as resources within the Cluster resource/role as shown in Figure 17.

ﬁg Failowver Cluster Manager Roles (1)

4 3;’3 sle@3zo-vous.oracle.com Search
@ Roles
i Modes Mame Status Type Owner Node Priority Information
A l_u] Storage El slc03zzozp @ Running Cther slc03zzo Medium

29 Disks

E Poals

jj Metarorks
Cluster Events

w @) slc03zzozp+

Name Status Information
Storage
24 Cluster Disk 1 (#) Online
Roles
|y, failover Script @ Online
Oracleagent12c1Agent @ Online
=} OracleManagement Server_EMGC_OMS51_1 ®Online
Server Name
& Name: slc03zzozp+ ®Online

Figure 17. Grouping of Services with cluster resource /role

Open Failover Cluster Management Ul, navigate to the cluster resource (eg slc03zOp-r here ) and add the following
resources for failover

a) Failover Generic Script

b) OMS Windows service as generic service(OracleManagementServer EMGC_OMS1_1)
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c) Agent Windows service as generic service(Oracleagent12c1Agent)

The details of Failover Generic Script resource configuration are outlined below

Failover Generic Script

This generic script ensures that all OMS processes are shutdown when cluster resource goes offline in a specific
node. This script also has a generic placeholder function called CleanProcess() where administrators can embed
custom code to clean all the OMS processes and any other java process prior to starting a cluster resource online in
a specific node by providing a unique search pattern identifying the processes to be cleaned. The sample code
shipped cleans the OMS processes in 12.1.0.4 version only and the administrator should diligently make sure the
search pattern provided in the sample confirms to the intended OMS processes in their environment.

This script ensure that no redundant process are left behind in the specific node when cluster resource goes offline
in a planned switchover and hence future failback works with no issues. It also ensures that the cluster resource
starts /becomes online on a clean Windows node following abrupt un-planned failovers.

Important points to note:

a) During the script deployment, ensure the emctl executable path is changed within the script in the variable
# EmctiCmdPath to point to the installation folder.

b) Ensure the call to CleanProcess() function within Online( ) is uncommented if the script is intended to be
used for handling abrupt failover scenarios also. Find out the OMS processes in the environment and
ensure that search pattern in the code retrieves these OMS processes only. If there are any custom
processes retrieved in the search pattern used, narrow down the search filter appropriately to
accommodate only the intended processes to be cleaned.

The script code is given in Appendix.

Defining policies and dependencies

After adding the three cluster resources, define the policies and dependency setting for each of the resource.
Dependency settings for resources let the cluster know the order of services to be started or stopped. This is
essential to ensure that the cluster fails over correctly in a specific sequential order on any Windows node.

Sequential Starting Order: Failover Generic script -> OMS Service -> Agent Service
Sequential Stopping Order: Agent Service -> OMS Service -> Failover Generic script
Right-click the resource and go to Properties and set the following for each resource

Failover Generic Script

Click on the Dependencies Tab and add the IP Address and Cluster Disk as the dependency. This will require the
drives to be online and the IP Address to be reachable before the script attempts to run. The drives are part of the
Failover service group, so they will now start before the failover generic script attempts to run ensuring that binaries
are available to run the emctl command.
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Search

iz, failower Script

=2 Oracleagent 12c1Agent

&5 OracleManagemertServer_EMGC_OMS1_1 @ Orline
Server Name

= 0% Name: slc03zzozp+ @ Online

3‘.‘ IP Address: 10.245.130.126 @ Online

3‘»‘, IP Address: 2606:b400:2010:6853:1c4d:2alf.5a%: 8778 @ Online

Figure 18. Dependencies for Failover Generic Script
Set the policies as below:
. If resource fails, do not restart.

. Increase Pending Timeout to 20.

MName Status Type Cwner Node — = = -
5 slc03zzozs ® Running Other slcl3zz0 failover Script Properties
General | Dependencies | Palicies | Advanced Policies |
Specify the resources that must be brought online before this resource can
be brought online:
- ANDAOR  Resource
v c03zzozp+ .
0 » Cluster Disk 1
fﬂfﬂ—"
ol AND IF Address 10.245.130.126
Name S
#* |Click hare to add a dependency
Storage
23 Cluster Disk 1 (®) Online
Roles

Inzert | | Delete

Cluster Disk 1 AND |P Address 10.245.130126
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failover Script Properties -

| General | Dependencies | Policies | sdvanced Policies |

Fiezponze to resource failure

® |f rezource fails, do not restart

() If resource fails, attempt restart on curent node
Period far restarts [mm:sz); 1800 =5
asirmum restarts in the specified period: 14
Delay between restarts [z2.f); 055

taore about restart policies

FPending timeout

Specify the length of time the resource can take to change states
between Online and Offline befare the Cluster service puts the
resource in the Failed state.

Pending timeaut [mn:zs); 20:00 -3

| ak || Cancel | Apply

Figure 19. Failover Script Properties

OMS Generic Service

Click on the Dependencies Tab and add the IP Address ,Cluster Disk and Failover Generic Script as the
dependency. This will require the drives to be online, the IP Address to be reachable and the Failover Generic
Script to be run before the OMS service starts up.

17 | ENTER TITLE OF DOCUMENT HERE



Search

Status Type
@ Running Cther

Name
% slc03zzozp+

Crwner Node
slc03zzo

. s

OracleManagementServer EMGC_OMS1_1 Properties -

Advanced Policies Reqistry Replication

General Dependencies Policies

v % slc03zzozpr

Specify the resources that must be brought online before this resource can
be brought online:

AND/DR

Resource

iz} failover Script
), Oracleagent12c1Agent
=1, OracleManagement Server_EMGC_OMS1_1
Server Name
= 0% Name: slc03zzozpT
2% IP Address: 10.245.130.126
j’,‘ IP Address: 2606:b400:2010:6853:1c4d:2alf.5a5<:8778

Figure 20. Dependencies for OMS Service

Set the policies as below:
. If resource fails, do not restart.

. Increase Pending Timeout to 20.

Agent Generic Service

Mame Status

Storage //
d%l Cluster Disk 1 ine

Roles

@ Online

@ Crnline
@ Online
@ Online

¥ | ClusterDisk 1
AND failover Script

=1 AND IP Address 10.245.130.126

#* |Clicktere to add a dependency

Insert | | Delete

Cluster Dizk 1 AMD Failover Script AMD |P Address 102451300126

Click on the Dependencies Tab and add the IP Address ,Cluster Disk ,Failover Generic Script and OMS service
as the dependency. This will require the drives to be online , the IP Address to be reachable , Failover Generic
Script to be run and OMS service to be run before the Agent Service starts up.
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Search

I, T S—

Oracleagent12c1Agent Properties

Advanced Policies I Fegistry Replication

| [ ependencies |

Policies

General

Specify the rezources that must be brought online before this resource can
be brought online:

ANDAOR  Resource

iz failover Script
=}, Oracleagent12c1Agent
=}, OracleManagementServer_EMGC_COMS1_1
Server Name
= % Name: slc03zzozp+
5% IP Address: 10.245.130.126
j!,‘ IP Address: 2606:0400:2010:6853:1c4d:2a0f . 5258778

Figure 21. Dependencies for Agent Service
Set the policies as below:
. If resource fails, do not restart.

. Increase Pending Timeout to 3.

Name Status Type Cwner Mode
% slc03zzozp+ @ Running Cther slc03zzo

v 5 a4

EC i
MName Status
Storage
A Cluster Disk 1 (®) Online

Roles

@ Crnline
@ Crnline

3 F,_,—'—”’* failowver Script

1 AND—pee Cluster Digk 1
AMD OracleM anagementServer EMGC_OMS1_1

//ﬁﬂ(v IP Address 10.245.130.126
#* | Click-tere to add a dependency
/

Insert | | Delete

failover Script AMD Cluster Disk. 1 AND
Oracleb anagementServer_EMGC_0MS1_1 AMD IP Address
10.245.130.126
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Verify Switchover

After the cluster resource configurations are done following the prior steps, verify the functionality by switching over
from primary Windows node to standby Windows node following the below steps.

Open the Failover Cluster Manager Ul and navigate to the cluster resource (eg.slc03ozp-r ) and perform switchover
by moving the cluster resource to the available standby Windows node.

Search
MName Status Type Owner Node Pricrity Information
5 slc03zz0m1 (%) Runnina Other slc03zzo Mediui .
& | Start Role Mowve Clustered Role
(& | Stop Role Select the destination node for moving 'slc03zzozp-r' from
|& | Add File Share sic03zz0'
Look for:
|@ IMave 3 @ Best Possible Mode X
@ e M Search Clear
i elect Node...
@ Change Startup Priority 3 Cluster nodes:
a Information Details. Name Status
Show Critical Events . | slco3zp ®up | i
& Add Storage
@ Add Resource 3
v %} sl Mare Actions 3
x Remove .
Name Status Information
Storage B Properties
2 Cluster Disk 1 (#) Online
Roles
|z} failover Serpt @ Online
| Oracleagent 12c1Agent @Online
=4 OracleManagement Server_EMGC_OMS1_1 @Online
Server Name
7% Name: slcl3zzozpr (%) Online [ ok 11 Concel |

Figure 22. Switchover the Cluster Resource from one node to another

The resources becomes offline in one node based on dependency order, the storage disk fails over to other node
and all the resources become online in other node based on dependency order(Figure 23).
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Search
MName Status Type Chwner Mode Pricrty
% slcl3zzozpr E Pending Cther slc03zzo Medium

v % slc03zzozpr

MName Status Information
Storage
&5 Cluster Disk 1 (#) Orline
Roles
=3, falover Script @ Online
=y Oracleagent12c1Agent (®) Offline
=5 OracleManagement Server_ EMGC_OMS1_1 g Cfline Pendi_
Server Mame
% Name: slc03zzozp+ @ Cfline

Figure 23. Services going offline —online with switchover sequence

Stop Order Sequence: Agent -> OMS -> Script —> Disk offline

Note: In offline function, script calls emctl stop oms —all to shut down all OMS process.

Start Order Sequence: Disk online ->Script -> OMS -> Agent

Note: In online function, script has a placeholder function to clean the OMS process/ java process prior to starting.

Observe the process as the OMS and agent process starts and stops on either of nodes.

Deploy Physical Agents to monitor Windows node

It is essential to deploy physical agents on primary and standby windows nodes to monitor the health of these
nodes. Physical agents are installed on the local drive.

Local physical agents are deployed using the agent silent deployment using the agent image from software library.
Refer to Section 6.4.2 Installing a Management Agent Using the agentDeploy Script in Enterprise Manager
Advanced Installation and Configuration Guide for configuration details.

Fetching Agent image from software library

Login to emcli and query the repository to check what agents are in the repository using “emcli
get_supported_platforms”
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Download the specific agent image using “emcli get_agentimage” . Download the agent zip on shared directory and
then copy over to both Windows nodes on a local directory. Installation folder to be provided local directory on each

Windows node.

Local physical agent deployment

Prepare agent.rsp response file entries as below

. OMS_HOST= slc03zzozp-r.us.oracle.com< Cluster Resource Name >

. EM_UPLOAD_PORT=1159 < Repository Upload port of OMS >

. AGENT_REGISTRATION_PASSWORD=<changeme>

. AGENT_INSTANCE_HOME=C:\ local_agent \ agent_inst <Local path>

. AGENT_PORT=1830 <Port to be different from that of central shared agent>
. b_startAgent=true

. ORACLE_HOSTNAME= <physical hostname of the node>

. s_agentHomeName=I_agent167

. s_agentSrvcName="localAgent"

Deploy the agent using the command(Figure 24):

c:inlocal_agent™agent_inst“bin>agentDeploy.bat AGENT_BASE_DIR=C:“~local_agent RESP

ONSE_FILE

“local_agentsagent.rsp _

Figure 24 . Agent Deploy Command

Start the local agent and observe the process( Figure 25) to confirm that two agent process ( one on shared storage
and one on local disk) are started on the primary active Windows node.

T Administrato
iy —noconsole —ignow eSy_‘Px EPre

NCY _LIST={C:~local_agent
1_agentscorenlZ.l.B.4.8%oralnst.

local_agentscorenl2.1.8.4
oc —force

Update home dependency completed successfully

Executing command: C:Zlocal_agent“core\12.1. B 4_Bvouisbinsy|

OME local_agent™core~12.1.8.4.8 RESPONSE_FILE=C:%\local_a]
ACTION=conf igure MODE=perform GOMPONENT_XML-={orac|
-¥m1> RERUN=true

ERROR: Agent Configuration Failed

Ngent Deploy Log Locatio local_agentscore~12.1.8.4.85cf|
~agentDeploy 2015-83-24_11-@3-85-AM.log

tsbin

IC:~local agent>cd agent_.

IC:~local_agentsagent_instshin»emct]l start agent
Oracle Enterprise Manager
Copyright (c> 1996. 2014 Or
Agent service i
The localfigent service w

C:~local agent>agent_inst\hin>

itrol Panel
Disk D
[=Tv
-~ Other |
)
cycle Bin 0
S]]

QTPrncess Explorer - Sysinternals: www.sysinternals.com [ST-USERS' aime]

I L]

[ ] II[ L[

Process

FID | CPU [ Description

HJHlﬁl%@I:'

[ Company Mame

(w7 swchost.exe

(27 oracle.sxe

(B FsSvrexe

(B THSLSNR.E=E

[87] svchost.exe

s Madtc. exe

(o L ——
B[E7 nmesrve.ere

(£
[577 Isass.exe
[0 lsm.exe
& i) winlogan exe

B carss.exe

m winlogon. exe
=5 explorer.exe
o8B taskmgr exe

B[ iuschedexe
[ jucheck exe
@) shstatexe
7 esrss.ene

Figure 25 . Two agent process running on active Windows node

2066 Host Process for windaws 5
23392 < 0.07 Oracle RDEMS Kemnel Exec.
2780 Oracle Fail Safe Server
3632 Oracle THSLSMR Executable
3184 Host Process for Windows 5.
496 S DTCeansale program
10954 Dracle Enterprise Manager e

8052 Qracle Enterprise Manager &..

Oracle Enterprise Manager e.

Local Agent

B36 < 0.01 Local Security Authority Proc...

Microzoft Corporation
Oracle Corporation
Qracle Corporation
Oracle Carporation
Microsoft Corporation
Microsoft Corporation
Oracle Corporation
QOracle Corporation

Oracle Carporation

Microsoft Corporation

Command Line:

C:Mocal_agent'careh12.1.0.4.0\dk/bindjava Hrl 28M -server -Djava.zecurity. egd=file:///dev/. furand

om -Dsun lang ClassLoader. allowdnaySyntas=true »:+UseConchark SweepGL +4 +CMSClassl nloadi
d =%+ JzeCompressedUops -Dwatchdog.pid=7444 -cp Chlocal_agentheore®12.7.0.4.0¢dbe/lib/ojdbeb|

C:Mocal_agent\careh12.1.0.4.0/ucpdlib/ucp.jarC: ocal_agentscored121.0.4.0/medules/aracle. http_cl
ient_11.1.7.jar.C:\local_agenthcoreh12.1.0.4.0/0ib/smlparseryZ jarC: Mocal_agenthcored12.1.0.4. 0/
biizch.jar,Chlocal_agenticoreh12.1.0.4.0/0ib/aptic.jar.C: \ocal_agentvooreh12.1.0.4. 0/modules/oracl
edms_11.7.1/dms jarC:\Mocal_agenthcoreh12.1.0.4.0/modules/oracle.odl_11.1.1/ojdl.jar.C:\local_agen
theoret12.1.0.4.0/madules foracle. odl_11.1.1./0jdI2 jar.C:\acal agenl\cora\121 0.4.0/susmanfliblog
4j-core jar:CMocal_agenticoreh12.1.0.4.0/jib/gcagent_core jar.Chlocal_agentscoreh12.1.0.4.04spsm

andjlib/emagentS DK intg.jar.C: Socal_agenthcore’12.1.0.4.0/spsmandjib/emagentSD K. jar oracle.sysman.

gcagent.tmmain. T ain

Fath:
C:Mlocal_agent'carehl2.1.0.4.0\dkhbin'java exe

Corporation

fingE nable;
jar:
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Check the Enterprise Manager Cloud Console and see that the alias hostname agent and two physical agents show
Status UP.

Target Name A~ Target Type Target Status
slc03zzo.us.oradle.com:1830  Fhysical Node Agent Agent ﬁ
slc03zzozp-r.us.oracle.com: 3872 Aizs Hostname Agert Agent i

hysical Node Agert Agent @

slc03zzp.us.oracdle.com: 1830

Figure 26. Agent process seen in Enterprise Manager Cloud Control console

Ensure that the physical node agents monitor only the Windows physical nodes while the alias hostname agent
monitors all the targets that come with Enterprise Manager installation.

Verify Failover

As a general recommendation, it is good to test the failover after the switchover verification is completed to ensure
the cluster configuration is geared to handle abrupt failures. To simulate failover (network disconnect / disk failure on
active primary Windows node) and test the functionality, follow the below steps as shown in Figure 27.

3_92; Failowver Cluster Manager Disks (1)

A %ﬂ sle03zzo-vusoracle.com Search
@ Rales
jj Maodes MName Status Assigned To Crwnier Mode Disk Number
4 [ Storage 2 Cluster Disk 1 L 1202 slcD3zzp 1

o Disks {% | Bring Online

[ Pools i3 | Take Offline

= Metworks -

Cluster Bvents gﬂ Maten el

Show Critical Events

| IMore Actions 3 :ﬂ Repair

x | Remove from slc03zzozp-r &4 | Turn On Maintenance Made

B Properties &3 | Tum Off Maintenance Mode
==l | Show Dependency Report
|§:E Simulate Failure
# Assign to Another Role

Figure 27. Failover Simulation.

This simulates crash on the active Windows node. Move the cluster resource to standby Windows node. The cluster
resources become online on standby Windows node but the java processes in the crashed node are not shutdown
completely. Now switchback the cluster resource from current active standby node to primary node. The
CleanProcess() function within the script if uncommented and have been modified to include the logic as discussed
prior, will function to start the Enterprise Manager process cleanly on the primary Windows node.
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Troubleshooting

If there are any issues when OMS services are stopped /started on any cluster node, refer to
$INSTANCE_HOME/sysman/log/emctl.log for diagnosis.

For advanced troubleshooting, cluster log provides verbose logging for the cluster service. Refer to Windows
Failover Cluster Administration Guide for enabling cluster logs.

Conclusion

Enterprise Manager Cloud Control is a crucial data center application and as such, availability of Enterprise
Manager Cloud Control infrastructure is of critical importance. The solution outlined in this document shows how
standard high availability technologies in Windows platform like Microsoft Windows Failover Clustering solution can
be leveraged for Enterprise Manager Cloud Control deployments, thus ensuring continuous operation of this
mission-critical application.

Appendix

Failover Script

'Script-Level Global Variables
Resource.LogInformation("OMS failover script begins execution™)
Dim EmctiCmdPath, WshShell, oExec, oLooksAlive, olsAlive, oWait, aliveState, returnCode

Set WshShell = CreateObject("WScript.Shell")

'###Please update and replace ORACLE_HOME value before using###

EmctiCmdPath = "ORACLE_HOME\BIN\emctl.bat"
aliveState = 1

Function Open()
Resource.LogInformation "VBScript BuildVersion: " & ScriptEngineBuildVersion
Resource.LogInformation "VBScript Version: " & ScriptEngineMajorVersion _
& "." & ScriptEngineMinorVersion
Resource.LogInformation "Opening Script File: " & ScriptName
Open=0

End Function
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Function CleanProcess()

‘HHHE A PLEASE READ BEFORE USING BEL OW!! i H#HEH#HHHHEH
HHHHHE R O R O R AR
'# The cleanup procedure to clean OMS-related processes is #

'# provided only as a guide and is specific to the version #

'# of OMS installed. #

'# #

'# No support will be provided for the cleanup procedure - #

'# customer will use at own risk!!! #

'# #

'# Oracle is not responsible for any unintended processes #

'# cleaned by the script due to similarity in search #

'# patterns. #

R R R
Resource.LogInformation "Cleaning up weblogic processes"

servArg = "%weblogic.Name=%"
nmArg = "% weblogic.NodeManager%"
istopArg = "% istop%"

stopPyArg = "%stopOMS.py%"

‘query to kill node manager process'

nmQuery = "select * from win32_process where CommandLine LIKE " & """ & nmArg & """
‘query to kill weblogic server processes'

servQuery = "select * from win32_process where CommandLine LIKE " & """ & servArg & """
‘query to kill weblogic server processes'

istopQuery = "select * from win32_process where CommandLine LIKE " & """ & istopArg & """ OR CommandLine
LIKE" & ™" & stopPyArg & "™
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pids =
Comp="."
Set FileSystem = CreateObiject("Scripting.FileSystemObject")
Set WMIService = GetObject("winmgmts:\" & Comp & "\root\cimv2")
Set Items = WMIService.ExecQuery(nmQuery, , 48)
For Each Subltems In Items
pids = pids & " " & Subltems.Process|d
Subltems.Terminate()
Next
Set Items = WMIService.ExecQuery(servQuery, , 48)
For Each Subltems In Items
pids = pids & " " & Subltems.Process|d
Subltems.Terminate()
Next
Set Items = WMIService.ExecQuery(istopQuery, , 48)
For Each Subltems In Items

pids = pids & " " & Subltems.Processld
Subltems.Terminate()

Next

Resource.Loglnformation "weblogic pids "™ & pids & """ were cleaned up"

End Function

Function Online( )

Resource.LogInformation "Entering Online"

‘HH##HH#HHH#PLEASE READ BEFORE UNCOMMENTING BELOW !\ #HH##HHH#H#
HH B T R A

'# The cleanup procedure to clean OMS-related processes is #

'# provided only as a guide and is specific to the version #

'# of OMS installed. #

‘# #
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'# No support will be provided for the cleanup procedure - #
'# customer will uncomment and use at own risk!!! #

# #

'# Oracle is not responsible for any unintended processes #
'# cleaned by the script due to similarity in search #

'# patterns. #

HH B H R R R R R

‘'Uncomment procedure to force clean up OMS-related processes

'before starting up the OMS service
'CleanProcess()

Online=0

End Function

Function LooksAlive()
Resource.LogInformation "Entering LooksAlive"
LooksAlive =0

End Function

Function IsAlive()
Resource.LogInformation "Entering IsAlive"
IsAlive =0

End Function

Function Offline()

Resource.Loglnformation "Entering Offline"
ReturnCode = WshShell. Run(""" & EmctiCmdPath & """ stop oms -all -debug", 0, true)

Resource.LogInformation """ & EmctiICmdPath & """ stop oms -all exited with " & ReturnCode
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If ReturnCode <> 0 Then
Resource.Loglnformation oExec.StdErr.ReadAll

End If

Offline = ReturnCode

End Function

Function Close()
Close =0

End Function

Function Terminate()
Resource.LogInformation "Entering Terminate"
Terminate = 0

End Function
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