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Announcing  
Exadata X4  
 
Overview of Changes from X3 
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Exadata Database Machine 

ÁThe ultimate platform for all database workloads 

ïOLTP, Warehousing, Database as a Service 

ÁMost advanced hardware 

ïFully scale-out servers and intelligent storage with unified 

InfiniBand connectivity and PCI flash  

ÁMost advanced software 

ïDatabase optimized compute, storage, and networking 

algorithms dramatically improve performance and cost 

ÁStandardized, optimized, hardened end-to-end 
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Exadata X4 Compared with X3 
Much More Performance and Capacity ï Same Price 

X4 Storage 

 

10% to 20% Lower Power 

Up to 4X Larger Logical Flash Memory 

50% More Database Cores 

2X Faster InfiniBand  

2X Larger Physical Flash Memory 

33% Larger High Capacity Disks 

77% More Flash IOs/sec on X4-2 

88 TB using Flash Cache Compression 

InfiniBand PCI-3 Card. All Ports Active 

44 TB of Flash Memory 

672 TB using 4TB Disks 

2.66M Reads, 1.96M Writes from SQL 

2X Larger DB Server Local Storage 

192 Cores using 12-Core Xeon® CPUs 

2.4 TB per server using 600GB Disks 

2X Larger High Performance Disks 200 TB using 1.2 TB Disks 

X4-2 Compute 

Per DB 

Machine  

Full 

Rack 
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Same Exadata Architecture 
Complete | Optimized | Standardized | Hardened Database Platform 

 
ÁStandard Database Servers 

ï 8x  2-socket servers  Č 192 cores, 2TB DRAM 

 or 

ï 2x  8-socket servers  Č 160 cores, 4TB DRAM 

ÁUnified Ultra-Fast Network 

ï 40 Gb InfiniBand internal connectivity Č all ports active 

ï 10 Gb or 1 Gb Ethernet data center connectivity 

ÁScale-out Intelligent Storage Servers 

ï 14x  2-socket servers Č  168 faster cores in storage 

ï 168 SAS disk drives    Č  672 TB HC or 200 TB HP 

ï 56 Flash PCI cards     Č 44 TB Flash + compression 

 

 

Fully Redundant 
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Scalable from Eighth-Rack to Multi-Rack 

Field Upgradeable - Supports 

Multiple Generations of Hardware 

Half 
Full 

Multi-Rack 

Eighth 
Quarter 
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Unique Software Optimizes Database Processing 

ÁQuery offload in storage  

ïData intensive query operations 

offloaded to storage CPUs 

ï100 GB/sec SQL data throughput 

ïStorage Index data skipping 

ÁDatabase storage compression 

ïHybrid Columnar for 10x DB size 

reduction and faster analytics 

ÁDatabase optimized PCI Flash 

ïSmart caching of database data 

ï2.66 Million Database IOs/sec 

ïSmart Flash log speeds transactions  

ÁDatabase optimized QoS 

ïEnd-to-end prioritization from 

application to DB and storage 

ÁDatabase optimized availability 

ïFastest recovery of failed database, 

server, storage or switch 

ïFastest backup. Incremental offload 

ïExachk top-to-bottom validation of 

hardware, software, settings 

ÁDatabase optimized messaging 

ïSQL optimized InfiniBand protocol for 

high throughput low latency SQL 
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Innovation Continues: Recent Enhancements 

ÁQuery offload in storage 

ïOffload searches on LOBs (12c) 

ïOffload joins for non-parallel queries 

(11.2.0.4) 

ÁDatabase optimized compression 

ïHybrid Columnar enhanced for OLTP 

ïand for Spatial and Text data (12c) 

ÁDatabase optimized PCI Flash 

ïUltra high speed flash compression  

(X3 & X4) at multi-million IOs/sec 

ï Automatic caching for table scans 

ï Faster file initialization 

ÁDatabase optimized QoS 

ïPrioritization of CPU and IO by 

multitenant pluggable database (12c) 

ÁDatabase optimized availability 

ïPrioritize recovery of critical DB files 

(11.2.0.4)  

ÁDatabase optimized messaging 

ïEnd-to-End prioritization of critical 

database messages (11.2.0.4), 

including log writes and RAC 
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DATA WAREHOUSING 

OLTP 

DATABASE CONSOLIDATION 

FLASH CENTRIC 

DATABASE AS A SERVICE 
 

Exadata X4 is the Fifth Generation DB Machine 
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Comprehensive Database as a Service Platform 

ÁScale-Out Platform optimized for Database 

ïScale to any size 

ÁDeploy 100s of databases 

ïUsing separate databases or 12c multitenant 

databases 

ÁSupports complex & varying mix of workloads 

ïNo Performance Bottlenecks 

ïPerformance Isolation ï CPU, I/O, Network 

 
Single O/S, No VMs Needed 

Multitenant Database 

Billing 

PDB 

Parts 

PDB 

Sales 

PDB 

Assets 

PDB 

Single Physical Container Database 
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No Performance Bottlenecks for Consolidation 

ÁBest way to ensure performance is to avoid bottlenecks 

ÁExadata has unique extreme performance for complex 

workloads that mix OLTP, DW, batch, reporting 

- Millions of I/Os per second, 100 GB/sec of throughput 

- Sub-millisecond response times 

- Highest bandwidth network 

ÁUnique software optimizations that eliminate bottlenecks 

- e.g. Storage Offload, Smart Flash logging 


