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Introduction 

Employing Oracle's new SPARC T4 processor, Oracle SPARC T4-1, SPARC T4-2, SPARC 

T4-4 and SPARC T4-1B servers offer breakthrough performance and energy efficiency to help 

simplify data center infrastructures and address other demanding challenges. New levels of 

performance and scalability across a variety of workloads mean that these versatile systems 

can deliver a virtualized infrastructure for the entire enterprise while also enabling IT managers 

to deploy and manage fewer types of platforms and fewer numbers of servers. 

The SPARC T4 processor takes the industryôs first massively threaded System-On-a-Chip 

(SoC) to the next level by designing an entirely new core from the ground up. Fifth-generation 

multicore, multithreading technology supports up to 64 threads in as little as two rack units 

(2RU), providing increased computational density while staying within constrained envelopes 

for power and cooling. Very high levels of integration help reduce latency, lower costs, and 

improve security and reliability. The optimized system design provides support for a wide 

range of IT services and application types. Uniformity of management interfaces and adoption 

of standards also help reduce administrative costs, while an innovative chassis design shared 

across Oracleôs volume servers provides density, efficiency, and economy for modern data 

centers. 
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Figure 1. Oracle's SPARC T4-1, SPARC T4-2, SPARC T4-4, and SPARC T4-1B servers are designed to leverage the 

considerable resources of the SPARC T4 processor. 

Table 1 compares the SPARC T4-1, T4-2, T4-4, and T4-1B servers. 

TABLE 1. SPARC T4-1/T4-2/T4-4/T4-1B SERVER FEATURES 

FEATURE SPARC T4-1 SERVER SPARC T4-2 SERVER  SPARC T4-4 SERVER SPARC T4-1B BLADE SERVER 

CPUs ¶ 8-core 2.85 GHz  

SPARC T4 processor  

¶ 8-core 2.85 GHz SPARC 

T4 processor (Dual) 

¶ 8-core 3.00 GHz 

SPARC T4 processor 

(Dual or Quad)  

¶ 8-core 2.85 GHz SPARC 

T4 processor 

Threads ¶ Up to 64 ¶ Up to 128 ¶ Up to 256 ¶ Up to 64 

Memory 

Capacity 

¶ Up to 256 GB  

(16 GB DDR3 DIMMs) 

¶ Up to 512 GB  

(16 GB DDR3 DIMMs) 

¶ Up to 1.024 TB  

(16 GB DDR3 DIMMs) 

¶ Up to 256 GB  

(16 GB DDR3 DIMMs) 

Maximum 

Internal Disk 

Drives 

¶ Up to 8 HDD  

(2.5-inch SAS-2  

300/600 GB disk drives) 

¶ RAID 0/1, (5/6 + BBWC) 

¶ Up to 6 HDD  

(2.5-inch SAS2-S  

300/600 GB disk drives) 

¶ RAID 0/1 

¶ Up to 8 HDD  

(2.5-inch SAS-2  

300/600 GB disk 

drives) 

¶ RAID 0/1 

¶ Up to 2 HDD (2.5-inch  

SAS-2 300/600 GB disk 

drives) 

¶ RAID 0/1 (via optional 

RAID Expansion Module)
1
 

Video ¶ One HD-15 VGA port ¶ One HD-15 VGA port ¶ One HD-15 VGA port ¶ One HD-15 VGA port 

(dongle) 
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Removable, 

Pluggable I/O 

¶ Slimline DVD+R/-W  

¶ Five USB 2.0 ports 

¶ Slimline DVD+R/-W  

¶ Five USB 2.0 ports 

¶ No DVD  

(Accessed via rKVMS) 

¶ Four USB 2.0 ports 

¶ No DVD 

¶ (Accessed via rKVMS) 

¶ Three USB 2.0 ports 

PCI ¶ Six x8 PCIe Gen2 slots  ¶ Eight x8 PCIe Gen2 slots 

¶ Two x4 PCIe Gen2 slots 

¶ 16 EM x8 PCIe Gen2 

slots 

¶ Optional Fabric Expansion 

Module
2
 

¶ 2 EM x8 PCIe Gen2 slots 

Ethernet ¶ Four onboard  

Gigabit Ethernet ports 

(10/100/1000)  

¶ Two 10 Gigabit Ethernet 

ports via XAUI combo 

slots (shared with PCIe) 

¶ Four onboard Gigabit 

Ethernet ports 

(10/100/1000) 

¶ Four 10 Gigabit Ethernet 

ports via XAUI combo slots 

(shared with PCIe) 

¶ Four onboard Gigabit 

Ethernet ports 

(10/100/1000) 

¶ Eight 10 Gigabit 

Ethernet ports via 

XAUI 2 QSFP Quad 

Connectors 

¶ Two onboard  

Gigabit Ethernet ports 

(10/100/1000) 

¶ Two 10Gb Ethernet ports 

via optional XAUI pass-

through FEM
3
 

Power 

supplies 

¶ Two hot-swappable AC 

1200 W power supplies  

¶ (N+1 redundancy) 

¶ Two hot-swappable AC 

2060 W power supplies  

¶ (N+1 redundancy) 

¶ Four hot-swappable 

AC 2060 W power 

supplies  

¶ (N+N redundancy) 

¶ Contained within Sun 

Blade 6000 Modular 

System Chassis 

Fans ¶ Six hot-swappable fan 

modules, with counter-

rotating fans per module 

¶ N+1 redundancy 

¶ Six hot-swappable fan 

trays, with counter-rotating 

fans per module 

¶ N+1 redundancy 

¶ Five hot-swappable 

fan modules, with 

counter-rotating fans 

per module 

¶ N+1 redundancy 

¶ Contained within Sun 

Blade 6000 Modular 

System Chassis 

 

 

 
 

 

 

Operating 

System 

¶ Oracle Solaris 10 8/11, 

Oracle Solaris 10 9/10 + 

Oracle Solaris 10 8/11 

Patch Bundle, Oracle 

Solaris 10 10/09 + Oracle 

Solaris 10 8/11 Patch 

Bundle
4
 

¶ Oracle Solaris 10 8/11, 

Oracle Solaris 10 9/10 + 

Oracle Solaris 10 8/11 

Patch Bundle, Oracle 

Solaris 10 10/09 + Oracle 

Solaris 10 8/11 Patch 

Bundle
4
 

¶ Oracle Solaris 10 

8/11, Oracle Solaris 

10 9/10 + Oracle 

Solaris 10 8/11 Patch 

, Oracle Solaris 10 

10/09 + Oracle Solaris 

10 8/11 Patch Bundle
4
 

¶ Oracle Solaris 10 8/11, 

Oracle Solaris 10 9/10 + 

Oracle Solaris 10 8/11 

Patch Bundle, Oracle 

Solaris 10 10/09 + Oracle 

Solaris 10 8/11 Patch 

Bundle
4
 

 
1 A REM is required if selecting 1-4 HDDs  

2 To connect to optional Network Expansion Modules 

3 And appropriate Network Expansion Module 

4 Solaris 10 8/11 preloaded at factory. 
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SPARC T4 Processor 

The SPARC T4 processor is the industryõs most highly integrated system-on-a-chip, supplying the 

most high-performance threads of any multicore processor available, and integrating all key system 

functions. 

The First Eight-Core Threaded SPARC System-on-a-Chip to Achieve High Single-
Threaded Performance 

The SPARC T4 processor eliminates the need for expensive custom hardware and software 

development by integrating computing, security, and I/O onto a single chip. Achieving binary 

compatibility with earlier SPARC processors, no other processor delivers so much performance in so 

little space and with such small power requirements. It enables organizations to rapidly scale the 

delivery of new network services with maximum efficiency and predictability. The SPARC T4 

processor is shown in Figure 2. 

 

 

Figure 2. The SPARC T4 processor allows organizations to rapidly scale the delivery of new network services and 

compute-intensive workloads with maximum efficiency and predictability. 

Table 2 provides a comparison between the SPARC T4, SPARC T3 and UltraSPARC T2 Plus 

processors. 

TABLE 2. SPARC T4, SPARC T3 AND ULTRASPARC T2 PLUS PROCESSOR FEATURE COMPARISON 

FEATURE SPARC T4 PROCESSOR SPARC T3 PROCESSOR  ULTRASPARC T2 PLUS PROCESSOR 

CPU Frequency ¶ 2.85/3.0 GHz ¶ 1.65 GHz ¶ 1.4 GHz 

Out-of-Order Exec. 

Dual Instr. Issue 

Data/Instr. Prefetch 

Level 3 Cache 

¶ Yes 

¶ Yes 

¶ Yes 

¶ Yes 

¶ No 

¶ No 

¶ No 

¶ No 

¶ No 

¶ No 

¶ No 

¶ No 
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Threads/Core 

Cores/Processor 

Threads/Processor 

Hypervisor 

¶ 8 

¶ 8 

¶ 64 

¶ Yes 

¶ 8 

¶ Up to 16 

¶ 128 

¶ Yes 

¶ 8 

¶ Up to 8 

¶ 64 

¶ Yes 

Sockets Supported ¶ 1, 2, or 4 ¶ 1, 2 or 4 ¶ 2 or 4
4 

Memory ¶ Two memory controllers 

¶ Up to 16 DDR3 DIMMs 

¶ Two memory controllers 

¶ Up to 16 DDR3 DIMMs 

¶ Two memory controllers 

¶ Up to 16 or 32 FB-DIMMs 

Caches ¶ 16 KB instruction cache 

¶ 16 KB data cache 

¶ 128 KB L2 cache 

¶ 4 MB L3 cache (8 banks,  

16-way, set associative) 

¶ 16 KB instruction cache 

¶ 8 KB data cache 

¶ 6 MB L2 cache  

(16 banks, 24-way associative) 

¶ 16 KB instruction cache 

¶ 8 KB data cache, 4 MB L2 cache  

(8 banks, 16-way associative) 

Technology ¶ 40 nm technology ¶ 40 nm technology ¶ 65 nm technology 

Floating Point ¶ 1 FPU with Mul/Add per core 

¶ 8 FPUs per chip 

¶ 1 FPU with Mul/Add per core 

¶ 16 FPUs per chip
7
 

¶ 1 FPU per core 

¶ 8 FPUs per chip 

Integer Resources ¶ 2 integer execution units/core ¶ 2 integer execution units/core ¶ 2 integer execution units/core 

Cryptography ¶ Stream processing unit/core, 

integrated within pipeline 

¶ 14 most popular ciphers 

¶ Stream processing unit/core 

¶ 12 most popular ciphers 

¶ Stream processing unit/core 

¶ 10 most popular ciphers 

Additional On-chip 

Resources 

¶ Dual PCIe Gen2 interface (x8) 

¶ Dual 10 GbE XAUI Interfaces 

(x8) 

¶ Coherency logic and links  

(6 x 9.6 Gb/second) 

¶ Dual 10 GbE Gen2 interfaces (x8) 

¶ Dual 10 GbE PCIe XAUI interface 

(x8) 

¶ Coherency logic and links  

(6 x 9.6 Gb/second) 

¶ PCIe Gen1 interface (x8) 

¶ Coherency logic and links  

(4.8 Gb/second) 

* Two-socket implementation represents SPARC T4-2 server, whereas SPARC T4-4 server represents a four-socket implementation. 

Taking Oracleôs Multicore/Multithreaded Design to the Next Level  

When designing the next-generation of Oracleõs multicore/multithreaded processors, the in-house 

design team started with the following key goals in mind: 

¶ Radically increase the single-threaded computational capabilities over that of the SPARC T3 

processor for workloads that require this level of performance. 
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¶ Maintain the computational capabilities to meet the growing demand from Web applications by 

 providing equivalent throughput of the SPARC T3 processor. 

¶ Support larger and more diverse workloads with greater floating-point performance. 

¶ Provide networking performance equivalent to the SPARC T3 CPU to serve network-intensive 

workloads. 

¶ Provide end-to-end data center encryption with significantly higher performance as well as adding 

new ciphers implemented within hardware. 

¶ Increase service levels and reduce planned and unplanned downtime. 

¶ Improve data center capacities while reducing costs. 

Oracleõs multicore/multithreaded architecture is ultimately very flexible, allowing different modular 

combinations of processors, cores, and integrated components. The considerations listed above drove 

an internal engineering effort that compared different approaches with regard to making improvements 

on the successful SPARC T3 architecture and resulted in a complete redesign of the core itself. For 

example, simply increasing the number of cores would have gained additional throughput, but would 

have not have addressed floating-point or single-threaded performance.  

The SPARC T4 processor design recognizes that memory latency is truly the bottleneck to improving 

performance. By redesigning the cores within each processor, designing a new floating-point pipeline, 

and by further increasing network bandwidth, this processor is able to provide approximately 5X the 

single-threaded throughput of the SPARC T3 processor. 

Each SPARC T4 processor provides eight cores, with each core able to switch between up to eight 

threads (64 threads per processor) using a modified LRU (Least Recently Used) algorithm for thread 

choice. In addition, each core provides two integer execution pipelines, so that a single SPARC core is 

capable of executing two threads at a time. Unlike SPARC T3, SPARC T4 fetches 1 of 8 threads for 

instruction propagation through stages of the pipeline to present to the ôSelectõ stage by the ôFetch3õ 

stage. Thread instructions are grouped into 2-instruction ôdecode groupsõ and  proceed through 

ôDecodeõ, ôRenameõ and ôPickõ stages before proceeding to ôIssueõ, after which they are sent to one of 

four subsequent execution pipelines, depending upon the type of instruction to be performed. 

Up to this point, each instruction from any thread has proceeded through the pipeline independent of 

the type of instruction. Two instructions are issued for execution per cycle by the Issue stage per cycle, 

unlike SPARC T3 which issued only one instruction per cycle 

Figure 3 provides a simplified high-level illustration of the thread model supported by an 8-core 

SPARC T4 processor. 
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Figure 3. A single 8-core SPARC T4 processor supports up to 64 threads, with up to two threads running in each core 

simultaneously. 
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SPARC T4 Processor Architecture  

The SPARC T4 processor extends Oracleõs multicore/multithreaded initiative with an elegant and 

robust architecture that delivers real performance to applications. Figure 4 provides a block-level 

diagram of the SPARC T4 processor. 

 

Figure 4. The SPARC T4 processor provides six coherence links to connect to up to four other processors. 

The SPARC T4 has coherence link interfaces to allow communication between up to four SPARC T4 

processors in a system without requiring any external hub chip. There are six coherence links, each 

with 14 bits in each direction running at 9.6 Gbps. Each frame has 168 bits, so maximum frame rate is 

800M frames per second. The SPARC T4 has two coherence link controllers. Each includes two 

Coherence and Ordering Units (COU), three Link Framing Units (LFU) and a cross bar (CLX) 

between COUs and LFUs. Each COU interfaces to two L2 bank pairs. The coherence links run a 

cache coherence (snoopy) protocol over an FB-DIMM like physical interface. The memory link speed 

of the SPARC T4 is maintained at 6.4 Gb/sec, identical to that of the SPARC T3. 

The SPARC T4 processor can support one-, two- and four-socket implementations. A typical two-

socket implementation is shown in Figure 5. Dual-socket, as well quad-socket SPARC T4 

implementations interconnect the processorsõ six coherence links. No additional circuitry is required. 
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Figure 5. A typical dual-socket SPARC T4 configuration. 
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SPARC T4 Processor Cache Architecture 

The SPARC T4 processor has a three-level cache architecture. Levels 1 and 2 are specific to each core, 

that is, these two levels of cache are not shared with other cores. Level 3 is shared across all cores of a 

given processor. Cache sharing does not occur across another processor even though that processor 

may be in the same physical system. SPARC T4 has Level 1 caches that consist of separate data and 

instruction caches. Both are 16KB in size and are per core. A single Level 2 cache, again per core, is 

128KB in size. The Level 3 cache is shared across all eight cores of the SPARC T4 processor and is 4 

MB in size, has eight banks, and is 16-way set associative. Figure 6 illustrates the relationship between 

L2 and L3 caches and shows them connected by a 4x9 crossbar: 

 

 

Figure 6. The relationship between Level 2 and Level 3 caches. 
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SPARC T4 Core Architecture 

The SPARC T4 represents a fundamental redesign of the core within a SPARC multicore architecture. 

Now included within the core are the following aspects that are more conventionally associated with 

superscalar designs: 

¶ OOO (Out-of-Order) instruction execution 

¶ Sophisticated branch prediction 

¶ Prefetching of both instructions and data 

¶ Much deeper pipelines (relative to previous versions of multicore processors from Sun/Oracle) 

¶ Three levels of cache 

¶ Support for a much larger Memory Management Unit page size (2GB) 

¶ Multiple instruction issue.  

All of these characteristics in the SPARC T4 have yielded improvements in single-thread performance 

by 5X while retaining networking and throughput performance equal to that of previous multicore 

processors from Sun/Oracle. 

There are many functional units, pipelines and associated details that are present within the SPARC T4 

core but beyond the scope of this paper. This paper, however (due to the significantly new 

characteristics and features of the SPARC T4 core), does attempt to touch upon the major exposed 

(i.e., having visibility to either programmers or users of SPARC T4-based systems) features or 

characteristics. 

One aspect by which the designers of the SPARC T4 architecture were able to achieve a physical space 

savings of chip real estate was to re-use many physical pieces of a given core for widely varying 

functionality. For example, for each of the four major pipelines present within each core, the first 14 

stages of each pipeline are actually shared This represents a major space utilization efficiency by making 

each of the first 14 stages identical. Thus, they can be used by one of two integer instructions, a 

floating-point graphics instruction, or a load-store instruction. In Figure 7, the first six blocks represent 

the 14 identical stages, specifically defined in Figure 8.  

Dynamic Threading 

SPARC T4 is dynamically threaded. While software can activate up to eight strands on each core at a 

time, hardware dynamically and seamlessly allocates core resources such as instruction, data, and L2 

caches and TLBs, as well as out-of-order execution resources such as the 128-entry re-order buffer in 

the core. These resources are allocated among the active strands. Software activates strands by sending 

an interrupt to a HALTed strand. Software deactivates strands by executing a HALT instruction on 

each strand that is to be deactivated. No strand has special hardware characteristics. All strands have 

identical hardware capabilities. 
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Since the core dynamically allocates resources among the active strands, there is no explicit "single-

thread mode" or "multi-thread mode" for software to activate or deactivate. If software effectively 

halts all strands except one on a core via Critical Thread Optimization (described later in this 

document), the core devotes all of its resources to the sole running strand. Thus, that strand will run as 

quickly as possible. Similarly, if software declares six out of eight strands as non-critical, the two active 

strands share the core execution resources. 

The extent to which strands compete for core resources depends upon their execution characteristics. 

These characteristics include cache and TLB footprints, inter-instruction dependencies in their 

execution streams, branch prediction effectiveness, and others. Consider one process that has a small 

cache footprint and a high correct branch prediction rate such that when running alone on a core, it 

achieves two instructions per cycle (SPARC T4õs peak rate of instruction execution). This is termed a 

high IPC process. If another process with similar characteristics is activated on a different strand on 

the same core, each of the strands will likely operate at approximately 1 instruction per cycle. In other 

words, the single-thread performance of each process has been cut in half. As a rule of thumb, 

activating N high-IPC strands will result in each strand executing at 1/N of its peak rate, assuming 

each strand is capable of executing close to two instructions per cycle. 

Now consider a process that is largely memory-bound. Its native IPC will be small, possibly 0.2. If this 

process runs on one strand on a core with another clone process running on a different strand, there is 

a good chance that both strands will suffer no noticeable performance loss, and the core throughput 

will improve to 0.4 IPC. If a low-IPC process runs on one strand with a high-IPC process running on 

another strand, itõs likely that the IPC of either strand will not be greatly perturbed. The high-IPC 

strand may suffer a slight performance degradation (as long as the low-IPC strand does not cause a 

substantial increase in cache or TLB miss rates for the high-IPC strand). 

The guidelines above are only general rules-of-thumb. The extent to which one strand affects another 

strandõs performance depends upon many factors. Processes that run fine on their own, but suffer 

from destructive cache or TLB interference when run with other strands may suffer unacceptable 

performance losses. Similarly, it is also possible for strands to cooperatively improve performance 

when run together. This may occur when the strands running on one core share code or data. In this 

case, one strand may prefetch instructions or data that other strands will use in the near future. 

The same discussion can apply between cores running in the chip. Since the L3 cache and memory 

controllers are shared between the cores, activity on one core can influence the performance of strands 

on another core. 

Figure 7 illustrates a block-level diagram representing a single SPARC core on the SPARC T4 

processor. Eight cores are supported per processor. 
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Figure 7. Block-level diagram of a single core of the SPARC T4 processor. 

Components implemented in each core include the following: 

¶ Trap logic unit (not shown). The trap logic unit (TLU) updates the machine state as well as 

handling exceptions and interrupts. 

¶ Instruction fetch unit. The instruction fetch function is responsible for selecting the thread, 

fetching instructions from icache for the selected thread, and providing up to four instructions to the 

Select stage every cycle. On the SPARC T4, it performs the following major functions: 

¶ Select the thread to be fetched. 

¶ Fetch instructions from icache for the selected thread, and place them in the Instruction Buffers 

for the Select Unit. 

¶ Predict direction and target of delayed control transfer instructions (DCTI) on the thread being 

fetched. 

¶ On Icache miss, fetch data from level 2 cache (L2$), pre-decode it, and store it in icache. 
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¶ Select Unit. The primary responsibility of the select unit is to schedule a thread for execution on 

SPARC T4 processor's pipeline for each cycle. For each cycle up to one thread out of eight threads 

total can be selected for execution. A thread is in one of two states: Ready or Wait. Threads can be in 

a Wait state due to postsync conditions, mispredicted branches, lack of valid instructions, or other 

instruction related wait conditions. For each cycle, the select unit selects one thread for execution 

from among the ready threads using an LRU algorithm for fairness. For the selected thread, up to 

two instructions are sent to the decode unit per cycle. 

¶ Decode Unit. The decode unit on SPARC T4 is responsible for the following: 

¶ Identifying illegal instructions. 

¶ Decoding integer and FP sources and sinks for up to two instructions per cycle as well as detecting 

source/sink dependencies. 

¶ Generating flat mapping of integer and FP registers. 

¶ Decoding condition-code sources and destinations. 

¶ Generating micro-ops for complex instructions. 

¶ Generating instruction slot assignments. 

¶ Detecting DCTI (delayed control transfer instruction) couples. 

¶ Creating NOOPs when exceptions or annulling are detected. 

¶ Maintaining speculative copies of window registers and executing certain window register 

instructions. 

¶ Decoding up to two instructions every cycle 

¶  Preparing the data and the addressing for the Logical Map Tables (LMTs), which are part of 

the rename unit (RU). 

 

¶ Rename Unit. The rename unit is responsible for renaming the destinations of instructions and 

resolving destination-source dependencies between instructions within a thread as well as creating 

age vector dependency based on issue-slot. Renaming takes three cycles, R1, R2, and R3. For each 

cycle, the rename unit gets up to two instructions from the decode unit at the end of the D2 cycle. 

Each group of instructions is called a decode group. The Rename Unit does not break the decode 

group of instructions received from decode. 

¶ Pick Unit . The pick unit schedules up to three instructions per cycle out of a 40 entry pick queue 

(PQ). Up to three instructions (two instructions plus one store data acquisition op) are written into 

the PQ during the second phase of the R3. The PQ is read during the first phase of the pick cycle. 

¶ Issue unit . The primary responsibility of the issue unit is to provide instruction sources and data 

to the execution units. The SPARC T4 has six execution units corresponding to the three issue 

slots as shown in Table 3. 
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TABLE 3. RELATIONSHIP BETWEEN ISSUE SLOTS AND EXECUTION UNITS 

 

 

¶ Floating point/graphics unit. A floating point/graphics unit (FGU) is provided within each core 

and it is shared by all eight threads assigned to the core. Thirty-two floating-point register file entries 

are provided per thread. A fused floating point Mul/Add instruction is implemented. In addition, the 

integer Fused Mul/Add instruction from the SPARC64 VII instruction set has been added. This also 

performs part of the cryptographic calculations based upon the algorithm being executed. 

A newly designed core for the SPARC T4 implements a sixteen-stage Integer pipeline and a 

twenty-stage Load-Store pipeline, and a twenty seven-stage Floating-point graphics pipeline. All are 

present in each of the eight cores of a SPARC T4 processor (Figure 8).  

 

 
 

Figure 8. A 16-stage Integer pipeline, a 20-stage Load-Store pipeline, and a 27-stage Floating-point graphics pipeline 

are provided by each SPARC T4 processor core. 
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¶ Stream Processing Unit. Each core contains a stream processing unit (SPU) that provides 

cryptographic processing. This functionality has been implemented within the core pipelines in the 

SPARC T4 and is accessible by 29 new user-level instructions. 

¶ Load/Store Unit.  The load-store unit (LSU) is responsible for processing all memory reference 

instructions and properly ordering all memory references. The LSU will receive load and store 

instructions out of order as they are picked by the Pick unit. Loads may be issued out of order 

with respect to other loads and stores may be issued out of order with the respect to other loads 

and stores. However, loads will not be issued ahead of previous stores. In addition to the 

memory references required by the instruction set, the LSU also contains a hardware prefetcher, 

which prefetches data into the L1 cache based upon detected access patterns. 

¶ Memory management unit. The memory management unit (MMU) provides a hardware table 

walk (HWTW) and supports 8 KB, 64 KB, 4 MB, 256 MB and 2 GB pages. 

¶ Integer execution unit. The integer execution unit (EXU) is capable of executing up to two 

instructions per cycle. Single-cycle integer instructions are executed in either the EXU0 (slot0) 

or EXU1 (slot1) pipeline. Load and store address operations go to EXU0 (slot0). Branch 

instructions are executed in EXU1 (slot1). Floating point, multi-cycle integer, and SPU 

instructions go thru the EXU1 (slot1) pipeline. Store data operations go to EXU0 (slot2), but 

are not considered separate instructions by the EXU since the store address operation must also 

occur for the same instruction. 

To illustrate how the dual integer pipelines function, Figure 9 depicts the dual EXUs with the 

Working Register Files (WRF), Floating-point Register Files (FRF) and Integer Register Files (IRF) 

shown along with the various data paths.  
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Figure 9. Threads are interleaved between the two integer pipelines and are restricted to EXU0 or EXU1 according to 

which type of integer operation is to be executed. 

Integrated Networking 

By providing integrated on-chip networking, both the SPARC T3 and SPARC T4 processors provide 

integrated on-chip networking, enabling better networking performance than earlier processors such as 

the UltraSPARC T2 Plus. All network data is supplied directly from and to main memory. Placing 

networking so close to memory reduces latency, provides higher memory bandwidth, and eliminates 

inherent inefficiencies of I/O protocol translation. The SPARC T4 processor provides two 10 Gigabit 

Ethernet ports with integrated serializer/deserializer (SerDes), offering line-rate packet classification at 

up to 30 million packets/second (based on layer 14 of the protocol stack). Multiple DMA engines (16 

transmit and 16 receive DMA channels) match DMAs to individual threads, providing binding 

flexibility between ports and threads. Virtualization support includes provisions for eight partitions, 

and interrupts may be bound to different hardware threads.  


